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Abstract

This dissertation is an experimental study of the influence of flow rolling structures, especially
large-scale circulation (LSC), on heat and mass transfer of Rayleigh-Bénard convection (RBC)
and Poiseuille and Rayleigh-Bénard convection (PRBC). These two phenomena are buoyancy-
driven flows paradigms in thermofluid systems where natural and mixed convection are dominant
in both natural and engineered systems. RBC is important for studying various natural phenomena
in a geophysical and astrophysical context, such as atmospheric circulation, ocean currents, and
even the dynamics within the Earth’s mantle. PRBC is also important in engineering applications
where forced and natural convection coexist such as design and optimization of heat exchangers,

such as those in Stirling engines, solar thermal systems, and HVAC technologies.

Investigations were conducted experimentally using optical measurement techniques such as
particle image velocimetry (P1V) and laser-induced fluorescence (LIF) thermometry. To visualize
and quantify the velocity field and flow rolling structures 2D and 3D domains a 3D scanning
technique was employed. Furthermore, to visualize and measure the temperature field and estimate
the heat transfer coefficient i.e. the Nusselt number, in the 2D fluid domain, planar laser-induced
fluorescence (PLIF) was used and developed to achieve further enhanced temperature sensitivity.
Time-resolve 3D measurement of the temperature field was also achieved by a scanning approach,

which is a significant advancement in the context of temperature measurement in fluid flows.

By applying 2D PIV and a combinatorial vortex detection algorithm, it was found that in RBC
flow within a unit aspect ratio convection cell, the formation of a smaller number of flow rolling
structures increased the momentum transfer. This inverse correlation between the number of flow

rolling structures and the momentum transfer highlights the importance of controlling the



formation and development of LSC. Lateral confinement of the convection cell was found to be a
controlling parameter that can suppress the elliptical instability which is responsible for the
breakup of the LSC and the formation of the sloshing regime where multiple LSC structures form
and heat transfer decreases. With a laterally confined convection cell, experiments revealed that
increasing the Rayleigh number leads to the formation of a prolonged twisting regime. In this
regime, increasing the Rayleigh number leads to an increase in the number of twists of the LSC

structure, yet keeping a single LSC which leads to optimized heat transport.

Within this condition, it is found that only a single thermal plume generates a constant
frequency responsible for driving the LSC and the temperature fluctuations. It was found that
within RBC, LSC has a key role in heat transport and can be manipulated for heat transfer
enhancement. In PRBC flow, which is a case with more similarity in engineering applications,
experimental examination of temperature and velocity field showed that LSC is not developed
within the PRBC flow within a channel with limited length. However, findings suggest that by
applying LSC to the flow, heat transfer can be enhanced significantly while the flow regime is in
the mixed convection regime. These findings highlight the significant influence of LSC in heat
and momentum transfer, which could be a solution for heat transfer enhancement in engineering

applications where natural and mixed convection are dominant.



Preface

This thesis is based on the original research conducted by Sina Kashanj. The experimental
work and methodologies outlined in this document were developed and carried out in the Optical
Diagnostics Group laboratory, under the supervision of Professor David S. Nobes. This work was
funded by future energy systems (FES) and Natural Sciences and Engineering Research Council of
Canada (NSERC). A significant portion of the research findings presented in this thesis has been

published in peer-reviewed journals and conferences, as detailed in the following paragraphs.

Chapter 2 investigates the role of flow rolling structures on momentum transfer in Rayleigh-
Bénard convection. The research presented in this chapter has been published in Physics of Fluids
(2024) under the title “Experimental evidence on the correlation between the flow rolling
structures and momentum transfer in turbulent Rayleigh-Bénard convection” (J-3). Aspects of this

work were also presented at the CSME Conference (C-8).

Chapter 3 explores the effect of convection cell confinement on the properties of large-scale
circulating structures in Rayleigh-Bénard convection. The findings from this chapter are based on
the paper “Prolonged Twisting Regime in a Lateral Confined Mesoscale Rayleigh-Bénard
Convection” (J-4), which is in preparation for submission to Physical Review Letters. Relevant
sections of this study were also presented at the 14th International Symposium on Particle Image
Velocimetry (C-7) in Chicago and at the 20th International Symposium on Laser and Imaging

Techniques (C-6) in Lisbon.

Chapter 4 looks into the temperature field and its oscillations in confined Rayleigh-Bénard
convection. The research has been published in Physics of Fluids (2024) as “Temperature field of

non-Oberbeck-Boussinesq Rayleigh-Bénard convection in a low aspect ratio cell” (3-2).



Chapter 5 contrasts 2D and 3D measurement techniques for investigating the temperature
field and heat transfer in confined Rayleigh-Bénard convection. This chapter is based on the work
published in Experiments in Fluids (2023) as “Application of 4D two-colour LIF to explore the
temperature field of laterally confined turbulent Rayleigh-Bénard convection” (J-1). Some of the
details were also presented at the 76th Annual Meeting of the APS Division of Fluid Dynamics (C-

4), and at the 20th International Symposium on Laser and Imaging Techniques (C-6).

Chapter 6 explores the flow and temperature properties in Poiseuille-Rayleigh-Bénard
convection. The results from this chapter have been submitted for review to Experiments in Fluids
as “Determination of Nusselt number in Poiseuille-Rayleigh-Bénard Convection Using
Simultaneous Temperature PLIF and PIV ” (J-5). Various aspects of this work were also presented
at the American Society of Thermal and Fluids Engineers (ASTFE) (C-5), the International
Symposium on Flow Visualization (C-3), and the 21st International Symposium on Laser and

Imaging Techniques (C-1).

Chapter 7 looks into the influence of inducing LSC into PRBC flow on heat transfer
enhancement. The outcomes of this research were presented at the 21st International Symposium

on Laser and Imaging Techniques (C-2).
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Chapter 1: Introduction
1.1 Motivation

Convection, a fundamental mechanism for heat transfer, occurs in different regimes: natural,
forced, and mixed convection [1]. While significant advances have been made in forced
convection, particularly in enhancing heat transfer through various techniques such as surface
modifications and active flow control, much less attention has been given to mixed and natural
convection regimes [1]. These regimes i.e. natural and mixed, are relevant in systems where
external driving forces are minimal, and the convective process is driven by buoyancy effects, as
seen in solar collectors, building cooling systems, and liquid cooling of electronic components [1].
Additionally, in atmospheric science, the study of natural convection is critical for understanding
phenomena such as cloud formation, where the buoyancy and thermally driven plumes impacts
weather patterns [2]. Despite its importance, natural convection is challenging to model due to the
unsteady and complex flow structures, including the formation of random thermal plumes that

interact with the bulk flow, influencing momentum and heat transport properties [2].

Rayleigh-Bénard convection (RBC) is a paradigm for studying wall-bounded natural
convection [3]. One of the most important characteristics of RBC is the formation of large-scale
circulation (LSC), which plays an important role in governing the heat and momentum transfer
within the system [4]. Recent studies have revealed that in slender convection cells, multiple LSCs
can form, and there appears to be an inverse correlation between the number of LSCs and the
efficiency of heat and momentum transfer [5], [6]. However, this correlation has only been
observed under specific conditions, particularly within the Boussinesq approximation and for low

Prandtl number fluids, e.g., gaseous fluids [5], [6]. In contrast, experiments conducted with higher



Prandtl number fluids, such as water, have shown that this inverse correlation is either weak or
nonexistent [2], [7]. While initial observations supporting the inverse relationship between LSC
formation and heat transfer were based on numerical simulations, subsequent studies involving
higher Prandtl number fluids employed both experimental and computational methods [6], [7].
These findings demonstrate the complexity of LSC behavior and suggest that the interplay between
flow structures and transport properties may vary significantly depending on fluid properties and
boundary conditions. Therefore, understanding the influence of LSC on heat and momentum

transfer remains a key objective, especially in systems that deviate from idealized conditions.

Poiseuille-Rayleigh-Bénard convection (PRBC) occurs within the mixed convection regime,
where both forced and natural convection contribute to the flow dynamics [8]. PRBC represents a
more complex variant of Rayleigh-Bénard convection, where the flow occurs in a channel that is
heated from below [9]. While PRBC shares certain similarities with RBC, the introduction of an
additional dimension such as the channel's length, makes the flow dynamics significantly more
complex [9]. In PRBC, the flow along the channel interacts with the thermal plumes that rise due
to buoyancy [10]. The presence of both a forced flow along the channel and natural convection
driven by temperature differences introduces new challenges in predicting heat transfer behavior
[10]. Unlike in RBC, where LSCs form as a function of time, in PRBC, their formation also
depends on the channel’s length [10]. Both numerical and experimental studies have demonstrated
that LSC formation in PRBC can significantly enhance the heat transfer, but only when the channel
length is sufficiently long [10]. This highlights a limitation for engineering applications, where the
available geometry often restricts the length of the channel, thereby limiting the potential for heat

transfer enhancement.



1.2 Hypothesis

This work hypothesizes that LSC has a key role in convection heat transfer of the wall-
bounded natural and mixed convection, e.g. RBC and PRBC flows, and they can be controlled and

manipulated to enhance the heat transfer within these two regimes.

Based on this hypothesis, several key questions regarding Rayleigh-Bénard convection (RBC)
and Poiseuille-Rayleigh-Bénard convection (PRBC) will be addressed. 1) In relatively high Prandtl
number conditions i.e. working fluid of water, and under non-Oberbeck-Boussinesq conditions,
what is the organization of the flow structures in RBC, and why does the large-scale circulation
(LSC) not exhibit the inverse correlation with momentum transfer typically observed in low
Prandtl number flows? 11) What mechanism(s) lead to the breakdown of a single LSC into multiple
LSCs or small-scale flow rolling structures, and how can lateral confinement of the convection
cell help preserve a single LSC? I11) What are the dynamics of thermal plumes and the distribution
of temperature in a laterally confined convection cell? IV) Is the 2D observation of temperature
properties in such cells valid when compared to 3D observations? V) In PRBC flow, with a limited
channel length, how are the flow and temperature fields organized, and does an LSC form under
these conditions? VI) Can the observations from RBC be applied to induce LSC in PRBC flows,
potentially harnessing this mechanism as a heat transfer enhancement technique in engineering

applications?
1.3 Thesis scope

In Chapter 2, the experimental investigation focuses on the organization of flow structures in
Rayleigh-Bénard convection under high Prandtl number conditions, using water as the working

fluid and within a non-Oberbeck-Boussinesq regime. By applying particle image velocimetry



(P1V) to capture the velocity field, this chapter seeks to understand why large-scale circulation do
not show the inverse correlation with momentum transfer, as observed in low Prandtl number
fluids. A combinatorial vortex detection algorithm is employed to identify and quantify the size of
flow rolling structures. This approach allows for a detailed analysis of how smaller-scale rolling
structures contribute to momentum transfer and how their influence differs from that of the larger

LSCs under these conditions.

In Chapter 3, the focus is on the mechanism that leads to the breakdown of a single large-scale
circulation into multiple LSCs or smaller-scale flow rolling structures within Rayleigh-Bénard
convection. This chapter employs experimental techniques, including 3D scanning particle image
velocimetry, to explore how lateral confinement of the convection cell influences LSC stability.
The severe lateral confinement, with an aspect ratio of 1/10, alters the flow dynamics, suppressing
the formation of elliptical instabilities that would otherwise disrupt a single LSC. By investigating
how lateral confinement can preserve or destabilize an LSC, the chapter highlights the role of
geometric constraints in controlling the flow structure, revealing the conditions under which a

single LSC is maintained.

In Chapter 4, the focus is on exploring the dynamics of thermal plumes and temperature
distribution in a laterally confined Rayleigh-Bénard convection cell under non-Oberbeck-
Boussinesq conditions. Using water as the working fluid, the study employs time-resolved two-
colour planar laser-induced fluorescence to capture the detailed evolution of the temperature field
over time. This chapter addresses how lateral confinement influences the behavior of thermal
plumes, their development, and their interactions with the boundaries of the cell. By investigating
the spatial and temporal temperature distribution, the research aims to reveal the impact of

confinement on the overall temperature field, with an emphasis on whether the lateral constraints



affect the vertical symmetry of the thermal plumes and the temperature field. This chapter
contributes to understanding how such confinement alters the thermal and flow structures in RBC,
providing insight into the complex dynamics of plume formation and temperature distribution and

oscillation.

In Chapter 5, the study focuses on developing a 3D time-resolved approach to validate the
accuracy of 2D observations in laterally confined Rayleigh-Bénard convection and to determine
the differences in the physics. Using 3D laser-induced fluorescence thermometry, this chapter aims
to investigate whether the temperature properties captured in 2D provide a complete and accurate
representation of the complex flow dynamics observed in 3D. By comparing the spatial and
temporal variations in temperature fields between 2D and 3D measurements, the research explores
the limitations of planar observations and reveals potential discrepancies in heat transfer and plume
behavior that may be overlooked in 2D. The goal of this chapter is to critically assess whether 2D
measurements can be relied upon for accurately characterizing the physics of RBC, or if a full 3D

time-resolved approach is necessary for a complete understanding of the system.

In Chapter 6, the study focuses on Poiseuille-Rayleigh-Bénard convection with limited
channel length, addressing how flow and temperature fields are organized under these conditions
and whether large-scale circulation forms. Through the use of simultaneous planar laser-induced
fluorescence and particle image velocimetry, this chapter explores the complex interactions
between buoyancy-driven thermal plumes and the imposed horizontal shear flow within the mixed
convection regime. The limited channel length introduces unique challenges, as the development
of LSC typically requires a much longer channel. The research aims to determine how the restricted
geometry affects both the flow structure and the heat transfer coefficient, considering both a

vertical temperature gradient and a vertical convection of flow.



In Chapter 7, the research explores whether observations from Rayleigh-Bénard convection
can be applied to induce large-scale circulation in Poiseuille-Rayleigh-Bénard convection and
whether this can be leveraged as a heat transfer enhancement technique. This chapter uses planar
laser-induced fluorescence to examine the temperature field and heat transfer distribution along
the heated surface of the channel in PRBC flow. A custom-designed swirler component is
introduced at the inlet of the cross flow to promote the formation of large-scale flow structures.
The heat transfer performance of the system with the swirler is then compared to the basic case
without the swirler, assessing the effectiveness of LSC formation in enhancing thermal transport.
The investigation aims to demonstrate how insights from RBC can be applied to mixed convection
systems like PRBC to optimize heat transfer in wall-bounded flow within mixed convection

regime.

1.4 Thesis structure

This thesis was prepared in a paper-based format. Hence, except for the last chapter, each
chapter either published or under review as a journal paper. Each chapter starts with an abstract
description of the main purpose of the chapter and a graphical abstract, relevant to that specific
chapter. The references are inclusive to each chapter for convenience. Based on the layout of thesis,

some overlap between the introduction and references can be observed.
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Chapter 2: Role of flow rolling structures on momentum transfer in

Rayleigh-Bénard convection

In this chapter the flow structures of the RBC flow in a

[ Cold Boundary

convection cell with unit aspect ratio is investigated by | [ESEEEETERNNNYS |

using PIV to visualize the flow field and measure the

velocity. A combinatorial algorithm was used to

quantify the size of the flow rolling structures and

investigate their evolution in different states of the flow

) ) ) ) Graphical abstract for Chapter 2
and examine their correlation with momentum transfer.
Experiments were conducted for Prandtl number of

Pr = 7 and Rayleigh number of Ra = 5.3 x 107."

*
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2.1 Introduction

Buoyancy-driven flow in an enclosure heated from below and cooled from above is known as
Rayleigh-Bénard convection (RBC) [1]. RBC is an idealized flow system used to study the flow
and heat transfer of a wide spectrum of phenomena and applications. To understand the physics of
the complex convective flows that occur in nature, such as the flow inside planets and their
atmospheric flows, this simple system has been a focus of investigation [2, 3]. In engineering,
RBC can be studied to investigate the natural convective turbulent flow in closed systems [2]. RBC
can also be employed in biomedical science applications for DNA polymerase chain reaction

purposes [4, 5].

Controlling parameters of RBC are defined as the Rayleigh number,
Ra = agATH? /vk, the Prandtl number, Pr = v/k, aspect ratio of the enclosure, I' = w/H, where
« is the thermal expansion coefficient, w and H are the width and height of the convection cell
respectively, g is gravitational acceleration, v is kinematic viscosity, k is thermal diffusivity of the
fluid, and AT = Ty — T, is the temperature difference between the hot, Ty , and cold, T,
horizontal boundaries [6, 7]. In RBC, convection occurs by exceeding the Rayleigh number above
a critical value [6]. In this critical Rayleigh number condition, convection is initiated by the rise
and fall of the thermal plumes [8]. After the initiation of the convection, the development of
turbulent flow leads to the formation of an unsteady large-scale circulation structure known as
“LSC” or “mean wind” which was found initially by Krishnamurti and Howard [9] using

experimental visualization of the RBC flow.

It has been found that in slender enclosures (confined in both depth and width),

I' < 1 more than one LSC may form [10]. This effect of the enclosure aspect ratio on the number
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of LSC has led to recent studies investigating the correlation between the number of the LSC and
heat and momentum transport [10-12]. Experimental investigations on the effect of slenderness of
the convection cell with working fluid of water implied that the heat and momentum transfer in
RBC is either insensitive to the number of LSC [13-16], or it has a very small effect, 0.5% [11,
17]. Further investigations were conducted by applying 2D and 3-dimensional (3D) direct
numerical simulation (DNS) to examine directly the effect of the number of LSC on the heat and
momentum transfer [18-21]. Results of DNS showed that there is a strong inverse correlation
between the number of LSC and the heat and momentum transfer for relatively low Prandtl number
e.g., the working fluid of air, Pr = 0.7. However, this inverse correlation was poorly observed for
higher Prandtl numbers e.g., the working fluid of water, Pr = 5. Hence, it remains unclear whether
at higher Prandtl numbers there is a relation between the flow structure and heat/momentum

transfer.

The flow state of an RBC can be divided into condensed and uncondensed based on the
presence of coherent flow structures [22]. While in the condensed state, the thermal plumes and
small rolling structures are suppressed by the flow of the mean wind and join the wall shear flow.
In the uncondensed state, rolling structures are more mobile and contribute to the flow in central
regions as well [18, 22]. The probability of the formation of the uncondensed flow state is higher
for higher Prandtl numbers [18]. This is due to the lower thermal diffusivity of the high Prandtl
number fluids which leads to the formation of thermal plumes with higher energy and longer

lifetimes [18].

The lateral confinement of the convection cell is another parameter that influences the scale
of the flow structures. For example, in [20], it can be seen that the severe slenderness of the

enclosure, I' = 0.125, suppressed the small-scale rolling structures and only large-scale
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circulating structures can be observed in the flow field. Hence, it can be seen that they reported a
significant correlation between the number of LSC with heat and momentum transfer. While in
RBC convection cells with larger aspect ratios [18, 19] small-scale rolling structures can be
observed along the LSC where a weaker correlation was reported compared to [20]. As a result, it
can be hypothesized that in turbulent RBC with higher Prandtl numbers where small-scale rolling
structures exist, small rolling structures also affect the heat and momentum transport. Evidence for
this effect can be found in the work of Chen et al. [23] who investigated the elimination of corner
rolling structures for an RBC flow of Pr = 7 and Ra = 7.56 x 108. They showed that for a
semiconfined rectangular enclosure eliminating the corner rolling structures using chamfered
corners leads to an 20 % increase in the Reynolds number. Yet the effect of the small-scale rolling

structures has not been studied directly.

A specific situation in which rolling structures smaller than the LSCs could have a substantial
role is after the onset of convection during the development of the flow to the formation of coherent
LSCs. Xi et al. [8] showed that the time it takes for the coherent LSCs to appear is in the same
order of magnitude as the time it takes for the flow to stabilize and reach an asymptotic state. The
effect of small-scale rolling structures is probably more significant for fluids with large Prandtl
numbers (e.g., water in comparison to the air) due to the higher probability of formation of unstable
and uncondensed rolling structures [8] by the formation of thermal plumes with lower thermal

diffusivity and higher energy [18].

Another condition that may lead to the formation of persistent high-energy thermal plumes is
the non-Oberbeck-Boussinesq (NOB) condition due to the significant temperature difference
between the thermal boundaries of the RBC convection cell. The non-Oberbeck-Boussinesq

Rayleigh-Bénard convection refers to a fluid dynamic scenario where the fluid properties, such as

12



density, viscosity, and thermal conductivity, vary significantly with temperature. This situation is
more realistic than the Oberbeck-Boussinesq (OB) approximation, which assumes these properties
are constant except for the density variation with temperature that drives buoyancy [24]. In OB
Rayleigh-Bénard convection, this simplification leads to a linear relationship between buoyancy
and temperature, facilitating mathematical and numerical analyses by reducing the system’s
complexity. However, the NOB approach accounts for the temperature dependence of fluid
properties, introducing nonlinearities that more accurately reflect natural phenomena, such as
atmospheric convection, oceanic flows, and the convection in the Earth’s mantle. In this condition,
the effect of temperature difference on density variation is significant [24]. Although NOB can
affect the whole physics of flow in RBC, from direct numerical simulation it was shown that at a
Prandtl number of Pr=0.71 and Rayleigh number in the range of
3 X 10°® < Ra < 5 x 107, the effect of NOB on heat and momentum transfer is as low as 2 %

even for a severe temperature difference of 240 °C [24].

In terms of the flow structure, under the same conditions, it was found that the flow structure
and velocity field at the NOB condition are very similar to OB RBC [24]. For a Prandtl number of
Pr = 4.3 and Rayleigh number of Ra = 6.9 x 108, the flow structure of the RBC was visualized
and compared at the NOB condition of AT = 40 °C with the OB condition of AT = 9.6 °C [25].
Since the temperature difference was different in OB and NOB conditions, the Rayleigh number
and Prandtl number of the OB condition was slightly different to the NOB condition and equal to
Ra = 6.7 x 108, Pr = 7.2 [25]. Similarly, the flow structure and velocity field between the OB
and NOB RBC were also reported in this case. However, a higher kinetic energy of developed
LSC was observed due to high-temperature difference indicating a more chaotic flow in NOB

RBC.
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Although there are similarities between the OB and NOB RBC flow, some characteristics
have been specified to the NOB RBC making it distinguishable from OB RBC flow. It is
established that in OB RBC the vertical thermal profile consists of the thermal boundary layer near
the horizontal walls and the temperature at the center which is equal to the mean temperature of
the horizontal walls, i.e. (Ty + T¢)/2 [26]. However, in NOB RBC the temperature profile
between the horizontal walls is much more complicated, deviating from the mean temperature of
the horizontal walls [26-28]. In terms of the kinetic boundary layer, it has been found that while
the kinetic boundary layer of the horizontal boundaries is symmetric, in NOB RBC it deviates to
an asymmetry with a thicker boundary layer near the bottom(hot) wall [29, 30]. There is also some
evidence highlighting differences in the flow structures such as the LSC and corner rolling
structures [31, 32]. In OB RBC, a stagnation region is developed by developing the LSC. For NOB
RBC, it has been found that this stagnation region moves from the center [31]. Furthermore, the
two corner rolling structures are similar in OB RBC, but in NOB RBC they have different

properties adding to the asymmetries of NOB RBC flow [31].

It has been confirmed that in Rayleigh-Bénard convection with the Prandtl number of the
working fluid of air, and within the OB condition, there is an inverse correlation between the
number of LSCs and the heat and momentum transfer [20]. However, there is some evidence
that at high Prandtl numbers, e.g. working fluid of water, the inverse correlation between the
number of LSCs and the heat and momentum transfer does not exist [19]. By hypothesizing
the importance of small-scale rolling structure, we explore the flow rolling structures and their
influence on momentum transfer in an RBC flow with relatively high Prandtl number, Pr = 7
and within NOB condition. The NOB condition is made by considering a relatively high

temperature difference of AT = 30 °C which leads to a Rayleigh number of Ra = 5.3 x 107. The

14



convection cell of the RBC is a cubical enclosure with unit aspect ratio, I' = 1, a paradigm often
studied in RBC flows [2]. The investigation of the flow rolling structures has been taken in three
different states of the flow. The first state is considered from the start of the convection which has
been observed to be unsteady and hence is a developing state. The second state is the developed
RBC flow. The third state, is a developed flow, the same as the second state but with a different
rotation direction of the LSC occurring due to the flow reversal in RBC flow. This state is
considered to be investigated to confirm the results of the second state and also to see if the flow
reversal has any influence on the characteristics of the flow rolling structures. Investigations have
been taken experimentally by capturing the whole field velocity of the flow using 2C2D time-
resolved particle image velocimetry (PIV). To detect the flow rolling structures and estimate their
size, a combinatorial vortex detection algorithm has been employed. Using this methodology, we
examine: 1) The velocity field and compare its properties with OB RBC and previous NOB RBC
studies; 1) The flow rolling structures properties with a focus on their size, and I11) The correlation

between the flow rolling structures and the momentum transfer.
2.2 Methodology

To measure the velocity and visualize and quantify the flow structures, a time-resolved 2C2D
PIV was employed. A schematic of the optical measurement system used to apply PIV is illustrated
in Figure 2-1. An 8-bit CMOS camera (Flare 12M125, 10 Industries Inc.) with a maximum frame
rate of 220 fps and resolution of 2048 x 2048 pixels was utilized to capture the whole convection
cell. To illuminate the seeded flow field, a continuous Argon-ion laser was used operating at 488
nm wavelength. As is shown in Figure 2-1, scanning mirrors were employed to generate the laser
sheet (scanning mirror2). Another mirror, Mirrorl was also employed to control the location of
the laser sheet in the z-direction of the convection cell at z = 0. A biconvex lens 3 was also used
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to collimate the laser sheet. Neutrally buoyant hollow glass spheres with a diameter of 18 um were
used as seeding particles. A relaxation time was implemented before the start of the experiment to
ensure that the flow had achieved a stationary condition. Examination of the processed PI1V data
after the relaxation time showed that the motion of the seeding particles was negligible before the
start of the experiment. PIV processing was applied by a multi-pass algorithm with a minimum
interrogation window size of 32 x 32 pixels using commercial software (DaVis 8.2, LaVision

GmbH).
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Figure 2-1. Schematic of the optical measurement system used to apply time-resolved 2C2D
PIV and a render of the solid model of the RBC enclosure used for the experiment.

A schematic of the convection cell of the RBC with unit aspect ratio, I’ = 1, and the
dimensions of 50 x 50 x 50 mma3 is shown in Figure 2-2. The test section was made from an
acrylic sheet with a thickness of 6.35 mm that had a low thermal conduction coefficient of
0.2 W/mK. The temperature boundary conditions can be described as a constant temperature at
the top, T, = 5 °C, and bottom, T;; = 35 °C, and adiabatic at the side walls as is illustrated in Figure
2-2(c). This geometry and boundary condition with the working fluid of water, Pr = 7, provides
a Rayleigh number, Ra = 5.3 x 107 calculated based on the mean temperature of the hot and

cold boundaries, (Ty + T¢)/2.
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Figure 2-2. (a) An image of the experimental setup showing the convection cell. (b) A rendering
of the convection cell showing its components. (c) Schematic of the convection cell showing

the boundary conditions and convection cell dimensions.

It is important to monitor the temperature of the side wall of the convection cell to record the
temperature variation to examine if the heat transfer through it is negligible as is defined for the
RBC boundary condition. While relatively thick acrylic walls with a low heat transfer coefficient
were used to minimize the heat transfer through vertical walls, the temperature was monitored
using a thermocouple connected to the outer side of one of the vertical walls of the enclosure. The
maximum temperature change from the start of the convection was measured to be 1.2 °C which

was much smaller than the temperature difference of the RBC flow which was equal to 30 °C.

To ensure that the temperature of the hot and cold heat sources remained constant during the
experiment, heat exchangers were connected to thermal baths (PolyScience, Preston Industries,
Inc.) with a temperature stability of 0.01 °C to control the horizontal surface temperatures. The
heat exchangers featured a copper plate to improve the uniformity of the heat transfer surface. The
support bases were made using an SLA 3D printer (Form3, Formlabs Inc.) and printing material,
a liquid photopolymer, with a low thermal conduction coefficient of 0.15 W/mK. To ensure that

the heat source and sink used in this experiment generated a continuous distribution of temperature,
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an IR camera (FLIR A35, FLIR Systems Inc.) was used to visualize the temperature distribution
on the copper surface while the heat exchanger was connected to the water bath. This was a
preliminary experiment to examine the performance of the designed and fabricated heat exchanger
to see if the temperature distribution was constant on the surface of the copper sheet as was
intended. This test was done while the heat exchanger was connected to the hot water bath and the
copper sheet was in contact with air not the main RBC enclosure which had the working fluid of
water. During the experiment, the flow rate of the water bath was maximized (much higher than
the velocity scale of the RBC flow) to maintain the temperature consistency of the surface of the

heat exchanger.

The temperature of the outlet of the heat exchanger was monitored using a thermocouple and
had a temperature difference lower than 0.5 °C showing a negligible temperature loss. Figure
2-3(a) shows the dimensionless temperature distribution on the copper surface. The temperature
profile along the two axes of x/h = 0 and z/h = 0 are also shown in FIG.3(b). From both of these
figures are shown in Figure 2-3, it can be seen that temperature distribution on the surface of the
solid boundary was relatively uniform with a maximum deviation from the mean value of the

temperature of the surface found to be ~ 4.5 %.
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Figure 2-3. (a) Temperature map of the surface of the solid horizontal boundary of the heat
exchanger of the convection cell captured by an IR camera. (b) The temperature profile of the

solid boundary along two lines of x/h = 0 and z/h = 0.

In order to detect the flow rolling structures, a combinatorial vortex detection algorithm was
employed. This algorithm was developed by Bussiére et al. [33] for use on PIV data. Two different
vortex detection criteria using a maximum vorticity method [34] and streamline method were
employed [35] in this combinatorial algorithm. The streamline method works based on the winding
angle criterion a,, > 2m, in which the winding angle is defined as a,, = ¥N7' 2 (Pi_1, P;, P;11),
see Figure 2-5, where £ denotes the angle between two discretized lines of the streamline defined
based on the three successive points of P;_,, P;, and P;,; [35]. Although this combinatorial vortex
detection algorithm is computationally expensive in comparison to other common methods such
as Q-criterion, it is more robust since it is a geometrical method [34]. This is required especially
in this case in which a velocity field with multi-scale and dense rolling structures is going to be
examined. The process of detection of the rolling structures for an example data set is shown in

Figure 2-4. The dimensionless vorticity field, wt;, of the mean flow is shown in Figure 2-4(a).

Here, the vorticity is defined as = V X IV, where V represents the velocity vector field.
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From the vorticity field, regions with high vorticity are detected. These regions are identified
as regions of interest (ROI) shown in Figure 2-4(b). Erroneous regions, which are also highlighted
in this figure, identify locations with high vorticity. However, these do not represent a flow rolling
structure but rather regions of high shear. These erroneous regions were eliminated by applying
the streamline method. By fitting an ellipse to the detected regions as shown in Figure 2-4(c), the
number and geometry properties of the rolling structures can be defined. For a flow field with
higher vortex density such as the one in Figure 2-4(d), it is more challenging to detect true rolling
structures due to the numerous numbers of erroneous regions in the ROI field (Figure 2-4(g)).
However, by applying the streamline method the erroneous regions are eliminated and most of the

true rolling structures are detected as is shown in Figure 2-4(f).

An LSC is identified based on the rolling structures of the flow, though there is not a quantified
criterion to define the size of a rolling structure to be known as an LSC [19]. Qualitatively, the size
of a rolling structure should be dominant in the convection cell to be known as an LSC [19].
Conventionally in a cubical enclosure, it is known that only a single LSC could be developed [19].
Hence, the half-size of the convection cell could be defined as a threshold to identify the LSC.
This has been defined based on the dimensionless area of the rolling structures, A* = A/h? where
A is the area of each rolling structure enclosed by the fitted ellipse. Based on this, rolling structures

with the size of A* < 0.5, and A* > 0.5 are named small-scale rolling (SSR) and LSC respectively.
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Figure 2-4. (a)-(c) The process for detecting flow rolling structures of the mean flow of the
developed RBC flow showing the mean wind at the center and two small corner rolling
structures. (a) Mean vorticity field. (b) Regions of interest. (c) Ellipses showing the detected
rolling structures of the mean flow. For the developed flow, (d)-(f) shows the flow rolling
structure detection process of an instantaneous flow field with high number of rolling structures.
(d) Instantaneous vorticity field after a short time after the start of convection, t/t; = 8. ()
Regions of interest. (f) Ellipses showing the detected rolling structures of the instantaneous flow.

Red and blue colours show the CCW and CW rolling structures respectively.
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Figure 2-5. Schematic of the streamline of a vortex segmented by n number of points a; which

is used to define the winding angle shows the angle between two lines of P,_; — P; and P; —

Piyq.
2.2 Experimental condition

Many studies have shown that there are multiple states occurring in RBC flow with different
conditions [11]. The transformation between the states may occur due to different reasons.
Developing the flow and flow reversal and cessation are the most frequent phenomena observed
leading to the formation of different states of the RBC flow [36]. Flow reversal in RBC flow refers
to the frequent change in the direction of the LSC or the mean wind [38]. While the physics behind
this phenomenon is still a question in the context of RBC flow, the formation of the corner rolling
flow structures and their interaction with the LSC is known as one of the main reasons for this

phenomenon [23].

In this chapter, experiments were conducted for a chosen three different temporal states of the
RBC while the Rayleigh and Prandtl numbers remained constant. Experiments were conducted

time-resolved and during At/tf = 315, where t; is the free-falling time defined as t; =

H/./gaATH, to reach the statistically steady state which has been examined and shown in Figure
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2-6. The first state, S1 is selected from the start of convection from At/tf = 0 to At/tf = 315.
The second state, S2 and third states, S3 are from t/t; = 1260 to t/t; = 1575 and t/t; = 2520
tot/ty = 2835, respectively both witha At/tf = 315 period which the flow is at a pseudo-steady
state. It is worth noting that for both S2 and S3, the LSC is well formed and steady. While both S2
and S3 are developed states, they have different rotation directions of the mean wind due to the

flow reversal of the RBC [37, 38]. During S2, the mean LSC is clockwise (CW) and during S3 it

is counter-clockwise (CCW).
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Figure 2-6. Shows the statistical convergence of the spatial average velocity magnitude of S2
(red) and S3 (blue) during the period of the examination.

Although, it is interesting to take a look at the effect of controlling conditions, here it is
preferred to investigate different states at the same condition which forms and evolve temporally.
This preference and focus on the different states is because of the interest of the previous works
on the different states and temporal evolution which has led to new understanding of the RBC flow
[18-20]. To explore different states of the RBC flow a very long time examination of the flow is
required and some factors such as computational cost and storage of the raw data are the main
limitations, limiting the experimental studies when the whole field measurement is required.
Hence, in many works it can be seen that the investigated physics is limited in time or the number

of cases with different controlling conditions. Here, to overcome these limitations the most
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important states of the flow have been selected to investigate the properties of the flow rolling
structures and their effect on the momentum transfer. The first state S1 is important since it shows
the start of the convection and usually it is missed in previous investigations and there is a gap in
understanding of the flow properties. This was investigated qualitatively by [8] in the past. Hence,
it is interesting to quantify the qualitative explanation about the start of the convection. The other
point about S1 is that since the flow is underdeveloped, the formation of the LSC is not expected.
Hence, the flow structure was expected to be quite different from the developed flow in which
LSC exists. Hence, it represents the underdeveloped transient state of RBC flow. Investigating this
state helps to see the correlation between the flow rolling structures and the momentum transfer in

the transient state of the RBC flow.

The second state is the developed flow, e.g. S2, in which LSC is developed and steady. The
other state, S3 with the different rotation direction also has been chosen to investigate due to two
main reason: First, to see if the result of the S2, i.e. the correlation between rolling structures and
momentum transfer, is repeatable, and second, to investigate the flow rolling structure properties
when flow reversal occurs. The mean vorticity field of the asymptotic state of S3 obtained from
the described experiment condition is shown in Figure 2-4(a). As can be seen in this figure, a single
LSC with two small rolling structures at the two corners of the cell is characteristic of the

developed turbulent RBC flow in a cubical enclosure which has been reported earlier [25, 39, 40].

To increase the probability of the formation of an uncondensed flow state, a relatively high-
temperature difference, AT = 30 °C was selected for the experiment. For a high-temperature
difference, the RBC flow is in non-Oberbeck-Boussinesq (NOB) condition. In this condition, the
effect of temperature difference on fluid transfer properties such as viscosity and density are

significant [24]. The variation of the parameters such as falling-time, t¢ and falling-velocity, V¢
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along with the variation of Prandtl and Rayleigh numbers with the temperature of the top and
bottom boundaries is highlighted in TABLE I. Here, the variation of the highlighted properties
could be compared to their values at the mean temperature, where (Ty + T:)/2. While in OB
RBC the variation of the parameters such as Rayleigh and Prandtl number at the temperature of
the hot and cold boundaries is almost equal to the one at the mean temperature, here it can be seen
that Rayleigh number varies by an order of magnitude by moving from the hot boundary to the
cold boundary at the top of the convection cell. This variation also could be found significant for
other parameters such as Prandtl number and falling-time and falling-velocity. For this study in
which the temperature of the hot boundary is equal to Ty = 35°C and temperature of the cold
boundary is equal to Ty = 5°C, all properties can be seen in Table 2-1. Although all the properties
are a function of temperature, the thermal expansion coefficient has a significant variation and has
the most effect on the variation of the Rayleigh number which contains the physics of the buoyancy
driven Rayleigh-Bénard convection flow. Furthermore, the effect of the kinematic viscosity is
significant due to its high sensitivity to the temperature variation and its influence on both Rayleigh

and Prandtl numbers.
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Table 2-1. Variation of the flow properties of the RBC flow according to the temperature of

the hot and cold boundaries in comparison to the mean temperature.

T Ty =35°C Tc=5°C T=20°C
tr 0.816 3.367 0.906
Ve 0.061 0.015 0.055
Pr 4.66 11.11 6.99
Ra 8.9 x 107 2.7 x 10° 5.3 x 107
p (Kg/m3) 994.1 999.9 998.2
ax107*(°c™hH 2.5 0.15 2.1
u (mPa.s) 0.7 1.5 1.0
v X 107%(m?/s) 0.7 1.5 1.0
Kk X 1076(m?/s) 0.15 0.13 0.14

The importance of identifying the NOB condition in theoretical and numerical studies is that
the governing equations under the OB assumption is not valid and more sophisticated equations
should be considered to resolve the physics of RBC flow under the NOB condition. Hence, we
have reported the condition of the current experiment to highlight the NOB condition of the current
work. In this work, the NOB condition is due to the high temperature difference between the hot
and cold boundaries which results in a temperature distribution of the fluid flow in that range. As
a result, the properties that are relevant to the controlling parameters of the Rayleigh-Bénard
convection i.e. Rayleigh number and Prandtl number are varying both temporally and spatially in
the RBC flow under the NOB condition. The properties that are affecting these two parameters are
density, p, thermal expansion coefficient, a, dynamic viscosity, u, and kinematic viscosity, v, and
thermal diffusivity, x, since Rayleigh number is defined as Ra = agATH?3 /vk and Prandtl number
as Pr = v/k. As is highlighted in TABLE I, the variation of these properties with temperature can
influence the Rayleigh and Prandtl number significantly while in the OB condition since the
temperature variation is relatively small, usually AT < 1 °C, the Rayleigh and Prandtl number is

both temporally and spatially constant.
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Identifying when a system transitions from the OB to the NOB regime, particularly under high
temperature differences between boundaries, can be challenging. To address this, Gray and
Giorgini [41] developed a method for validating the OB approximation for both air and water.
Figure 2-7, based on the work of Horn and Shishkina [30] and utilizing Gray and Giorgini's criteria
[41], illustrates the temperature range within which the OB approximation is valid for RBC in
water. The diagram includes a star marker representing the three temporal states, which
demonstrate the NOB conditions observed. For the current study, with an enclosure height of 50
mm and a temperature difference of 30 °C, as shown in Figure 2-7, it is evident that the flow is

within the NOB condition.

h=25x10"  Ra=16x102 ,
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Figure 2-7. The diagram shows the height of the enclosure, h, versus the temperature difference,
AT to classify the Oberbeck-Boussinesq (OB) from non-Oberbeck-Boussinesg (NOB) condition
in Rayleigh-Bénard flow. The asterisk indicates the current work. This diagram is after Horn
and Shishkina [30].
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2.3 Results and discussion

To investigate the flow properties of the investigated RBC flow and compare it with the flow
properties of OB RBC and previous NOB RBC flows, the normalized mean velocity magnitude of
the two states of S2 and S3 are plotted in Figure 2-8(a) and (b|) where (u), indicates temporal
mean velocity magnitude normalized by the free-falling velocity V; = m, where «a, is the
thermal expansion coefficient, g is the gravitational acceleration, AT is the temperature difference
between the bottom and top boundaries, and h is the height of the convection cell. As can be seen,
for S2 the LSC is clockwise in Figure 2-8(a), while for S3 it is counter clockwise in Figure 2-8(b).
The two corner rolling structures which are one of the usual characteristics of an RBC flow in
convection cells with an aspect ratio close to unity can be observed for both states of S2 and S3.
From this figure, some characteristics of the flow structure of NOB RBC can be observed. For
instance, it can be seen that for both states, the stagnation region is shifted from the center of the
convection cell to a corner of the convection cell. The direction of this shift is proportional to the
direction of the LSC. Hence, for S2 it shifted from the center to the top-right, and for S3 it shifted
to the top-left of the convection cell. Furthermore, the vertical and horizontal asymmetry in the
velocity distribution can be seen. However, to have a better understanding of the characteristic
asymmetries in the velocity distribution, an examination of the horizontal and vertical velocity

components is necessary.
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Figure 2-8. The velocity magnitude map of the two states of (a) S2 and (b) S3.

For this purpose, the normalized mean horizontal velocity, (%)t/W along the vertical
axis of the convection cell at the center, x/h = 0 has been plotted in Figure 2-9(a). As can be seen
in this figure, the velocity profiles of S2 and S3 are quite similar both in variation along the vertical
direction and in the magnitude of the velocity. For both of these states, a shift in the velocity profile
could be observed, as a result, it can be seen that the zero velocity where the direction of the
horizontal velocity is changing is occurring at y/h > 0.5 which is a known characteristic of NOB
RBC. However, it could be seen that the velocity variation near the wall is very similar near both
hot and cold boundaries. The results of the vertical velocity, (u, ). //gaATH along the horizontal
axis of the convection cell at y/h = 0 shown in Figure 2-9(b) indicates the flow generated due
to the rise and fall of the thermal plumes deriving the LSC. It can be seen that the horizontal
velocity profile looks similar for both states. It is worth noting that the standard deviation of both
horizontal and vertical velocity profiles are shown as well in Figure 2-9. Looking into that it can

be seen that for both states the standard deviation is significant. This also could be inferred from
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the instantaneous velocity profiles along the y-axis and x-axis shown in Figure 2-9(c) and (d),
respectively. In these two figures, along with the velocity profile of S2 and S3, the velocity profiles
of S1 are plotted as well. It can be seen that in comparison to S2 and S3, for velocity profiles of
S1 there is no evidence of formation of LSC. It worth noting that since the first state of the flow,
S1 is indicates the start of the convection, it is statistically unsteady, hence, there is not a
meaningful mean flow field for this state to be compared with the mean properties of the two other
states. To be able to compare all three states, the probability density function, PDF of the

normalized horizontal and vertical velocities has been investigated.
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Figure 2-9. (a) Normalized mean horizontal velocity, (u,)./+/gaATH along the vertical axis
of the convection cell at the center, x/h = 0. (b) Normalized mean vertical velocity,

(uy)¢/+/ gaATH along the horizontal axis of the convection cell at y/h = 0. (c) instantaneous

normalized horizontal velocity, u,//gaATH along x/h =0 axis. (d) Instantaneous
normalized vertical velocity, u, /,/ gaATHalong x/h = 0 axis.
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Figure 2-10. The probability density function (PDF) of (a) and (b) normalized horizontal

velocity, u, /,/gaATH of S2 and S3 and (c) and (d) normalized vertical velocity w, /\/gaATH
of S2 and S3. The schematics at the top left side of the plots indicate the direction of LSC. In
(a) and (b) the red colour shows the region near the bottom (hot) wall and the blue colour shows
the region near the top (cold) wall. In (c) and (d), the red colour shows the region where thermal

plumes are rising and the blue colour shows the region where they are falling.

For the two developed states of S2 and S3, the probability density functions are plotted in
Figure 2-10 and for the start of the convection, S1 it is plotted in FIG. 11. As can be seen in these
two figures, for the horizontal velocity component, w, /\/gaATH, the horizontal symmetricity of
the horizontal velocity component regarding the y/h = 0.5 line has been investigated. This has

been done by plotting the horizontal velocity at the first half of the convection cell from the hot
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wall to the mid-height, 0 < y/h < 0.5 versus the second half from the mid-height to the cold wall

of the convection cell, 0.5 < y/h < 1. Similarly, to investigate the vertical symmetricity of the
vertical velocity component, u,,/,/ gaATHregarding the x/h = 0 line, the probability density

function of the vertical velocity has been compared for the first half of the convection cell, —0.5 <

x/h < 0 with the second half, 0 < x/h < 0.5.

As can be seen in Figure 2-10(a) and (b), the horizontal component of the velocity of both
halves of the convection cell has a peak at u, //gaATH = 0 which is due to the nonslip boundary

conditions, the pure vertical jets due to rise/fall of the thermal plumes, and the stagnation regions

form by rolling structures. The second dominant mode that could be observed for S2 and S3 is

occurring at u,/,/gaATH ~ —15 for S2 and w,/./gaATH ~ 15 for S3. As is highlighted in
Figure 2-10(a) and (b), this peak is attributed to the higher velocity near the hot wall which is a
characteristic of NOB RBC highlighted by [25, 26]. Despite the horizontal velocity component,
the vertical velocity component distribution of S2 and S3 is shown in Figure 2-10(c) and (d) are
similar. For both S2 and S3, the vertical velocity component is dominant by the jet stream forms
due to the rise and fall of the thermal plumes. However, the existence of the vertical velocity in
the opposite direction of the rise and fall of the thermal plumes could be distinguished as a NOB

characteristic in comparison to RBC flow.
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Figure 2-11. The probability density function (PDF) of (a) normalized horizontal velocity,
u,/+/gaATH and (b) normalized vertical velocity, u,,// gaATH of S1.

For the start of the convection regime, S1, as can be seen in Figure 2-11(a), the horizontal
velocity component near both hot and cold walls have a similar distribution which is symmetric
about the zero velocity. The same similarity and summitry can also be observed for the vertical
velocity shown in Figure 2-11(b). The symmetry in both horizontal and vertical velocities indicates
that the flow is dominant by the thermal plumes while LSC is still not formed and the thermal
plumes are not disrupted by the stream of the LSC. The similarity in the distribution of the
horizontal and vertical velocities near hot and cold walls and near the right and left sides of the
convection cells indicates that the properties of the thermal plumes that are generated by the hot
and cold walls are similar at the beginning of the convection while the flow is still not developed.
Since there is no quantitative data on the start of the convection of RBC flow, it is challenging to
draw a conclusion on the significant difference between this regime in NOB RBC in comparison
to the OB RBC. However, in NOB RBC, the thermal plumes have higher energy due to the high-

temperature difference and, therefore more persistence in comparison to the OB RBC flow. Hence,
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some asymmetries could be expected from the velocity distribution of OB RBC at the start of the

convection.

To visualize the evolution of the rolling structures during each state of S1, S2, and S3 and
compare the rolling structures of each state the criterion of the positive second invariant of the

velocity gradient tensor L; ; = d;V;, known as Q-critarion is analyzed. The visualized flow rolling

structures based on iso-surfaces of Q-critarion are depicted in Figure 2-12. In this figure, iso-
surfaces are coloured based on the rotation direction of the vortices, i.e. red and blue iso-surfaces
show the CCW and CW vortices respectively. Figure 2-12(a), (d), (g) show the isometric view of
the evolution of the iso-surfaces of Q-critarion > 0.1 during At/tf = 0 — 315 for S1, S2, and
S3, respectively. The same iso-surfaces from the front view, At/tf = 0 are shown in Figure

2-12(b), (e), (h) and from the back view At/tf = 315 in Figure 2-12(c), (f), (i).

The rise and fall of the thermal plumes can be seen after the start of convection, Figure 2-12(a)
and (b). From these figures, it can be seen that rolling structures develop after the start of
convection while the size of the CW and CCW rolling structures are almost the same. This also
can be seen from Figure 2-12(c) at the end of the S1. The development of rolling structures of the
same size could be referred to as the formation of thermal plumes not being disrupted by the main
stream of the LSC since it has not been developed yet at the start of the convection. For S2 and
S3, in comparison to S1, from Figure 2-12(d)-(i), it can be seen that for S2 CW rolling structure
are dominant while for S3 CCW rolling structure are dominant. The dominant rolling structure at

each state of S2 and S3 indicates the development of the LSC at that specific state.

The temporal evolution of the vorticity field for all three states of S1, S2, and S3 can be seen

in Figure 2-13(a) (multimedia available online), Figure 2-13(b) (multimedia available online), and
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Figure 2-13(c) (multimedia available online). For S2 and S3, a large-scale circulating structure can
be observed at the center which is CW for S2 and CCW for S3. For both of these states, multiple
small-scale rolling structures can be seen. This flow structure, i.e. existence of an LSC at the center
and small-scale rolling structures surrounding it, resembles the mean flow structure of the
developed RBC flow shown in FIG. 8. For S1, however, the flow field contains several CW and
CCW small-scale rolling structures implying a significant contradiction in the flow structure of
this state with the developed states of S2 and S3. These observations of the flow structure evolution
of RBC are consistent with the qualitative report of Xi et al. [8] of turbulent RBC flow

development.
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Figure 2-12. Isometric, front, and back view of the time-reconstructed Q-criterion > 0.1 iso-
surfaces of (a)-(c) S1, (d)-(f) S2, and (g)-(i) S3 during At/tf = 0 — 315. Red and blue iso-
surfaces represent the CCW and CW rolling structures. (), (d), and (g) show the isometric view.

(b), (e), and (h) show the front view, and (c), (f), and (i) show the back view of this 3D map.
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Although the vorticity field and the 3D map of the evolution of the Q-critarion provide insight
into the development of the flow rolling structures, a quantitative analysis is necessary to
characterize the properties of the rolling structures at each state. To have a quantitative
understanding of the scale of the rolling structures of S1 and compare them with two other states,
S2 and S3, the normalized size distribution of the rolling structures is shown in FIG.12 based on
the normalized area of the rolling structures, A*. As can be seen in Figure 2-14(a), for S1, the size
distribution of CW and CCW rolling structures are similar, implying the existence of vortex pairs
due to the formation of thermal plumes. Examples of these vortex pairs can be seen in Figure
2-13(a) (multimedia available online), Figure 2-13(b) (multimedia available online), and Figure
2-13(c) (multimedia available online), showing the evolution of the vorticity field. The formation
of the vortex pairs in S1 shows the direct role of the thermal plumes on the flow structure after the
start of convection. However, in the developed state, the formation of vortex pairs can be observed
rarely, which is due to the disruption of the thermal plumes by the main LSC flow. From Figure
2-14(a), it can also be seen that the peak of the distribution is occurring at A* ~ 0.05 and small-

scale rolling structures are significantly dominant in this state.
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Figure 2-13. Instantaneous vorticity field of the three states of (a) S1 (Multimedia available
online), (b) S2 (Multimedia available online), and (c) S3 (Multimedia available online). The

temporal evolution of the vorticity field can be seen in the multimedia.
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Figure 2-14. Normalized size distribution of the CW and CCW flow rolling structures during
(@) S1, (b) S2, (c) S3, (d) two different modes of S1.
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Figure 2-15. (a) Variation of time average Reynolds number, Re and its standard deviation,
R.s:q Versus the three states. (b) Variation of the temporal and spatial average of the rolling
structure size, (A*) and its standard deviation, A%, versus the three states. (c) Variation of the
normalized number of the large-scale circulating structure (LSC) and the small-scale rolling
structure (SSR) versus the three states of S1, S2, and S3.

The normalized size distributions of the rolling structures of S2 and S3 are shown in Figure
2-14(b) and Figure 2-14(c), respectively. For S2, it can be seen that in comparison to S1, the CW
rolling structures are shifted from small rolling structures to larger ones. However, CCW rolling
structures are shifted to the smaller scale rolling structures and no LSC is present since A* < 0.3.
For S3, the same scenario occurs, but in the reverse direction. CCW rolling structures have a
bimodal distribution characterizing the formation of the LSC (Figure 2-14(c)). The CW rolling
structures distribution is also similar to the CCW rolling structures of S2 all in the small-scale
range A* < 0.5. By investigating the evolution of kinetic energy-based Reynolds number [20] of
S1, Re = H(V2) /v, where (-) denotes the spatial average, as is shown in Figure 2-16, it can be
observed that the flow is divided in two different modes with high variation (Mode 1) and low
variation (Mode 2) based on a threshold of the squared coefficient of variance of Reynolds number,
SCV =YY, (Re;—Re)?/(N — 1)Re? = 10 % where Re is the temporal average Reynolds

number and N is the number of instances. The variation of SCV is depicted in Figure 2-17
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highlighting the 10 % threshold. As can be seen in this figure, the kinetic energy-based Reynolds
number variation decreases over time which highlights the regime after the start of the convection.
Though, the 10 % threshold is a common criterion to define a statistically low variation dividing
this regime, S1 into two modes. The normalized size distribution of the rolling structures of these
two modes, Figure 2-14(d) indicates a shift from the peak at A* = 0.05 in Mode 1 to larger rolling
structures at A* = 0.25 and A" = 0.55 in Mode 2 showing a growth in the size of the rolling
structures stepping forward in time. This growth in the size of the rolling structure after the start
of the convection indicates the first steps in the formation of the larger rolling structure developing

the LSC.
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Figure 2-16. A plot of the Reynolds number (black line), Re, and the number of the rolling
structures (blue line), n, versus the dimensionless time interval, At/t;, after the start of
convection, S1. The dashed red line at At/t; = 190 divides the plot into two modes with high
variation (light red region), Mode 1 and low variation (light blue region), Mode 2 based on the
threshold of the squared coefficient of variance of Reynolds number, V' = 10 % . Contours show
the vorticity field at (a) At/t; ~ 8 (b) At/tr = 16 (c) At/t; =~ 31. (d) Plot of the variation of
the number of the LSC during the first state, S1.
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For all three states, the temporal average Reynolds number, Re and temporal and spatial
average of the rolling structures size, (4*) and their standard deviation, Rey;, and A%, are shown
in Figure 2-15(a) and (b). As can be seen, moving to higher states leads to an increase in Reynolds
number, Re which also occurs with the increase in the size of the rolling structures, (4*). The
deviation of the Reynolds number, Reg;, is lower for higher states while it is higher for the size of
the rolling structures, A;,, due to the growth of the rolling structures in one direction and shrink
in the other direction. Figure 2-15(c) also indicates the growth in the number of the LSC and the
decrease in the number of the small-scale rolling structures by moving from S1 to S3. As can be
seen in this figure, the probability of the formation of the large-scale flow rolling structure is almost

zero which is consistent with the observation of the size distribution of the rolling structures shown

in Figure 2-14(a).

0 30 60 90 120 150 180 210 240 270 300
At/tf

Figure 2-17. Temporal variation of the squared coefficient of variance of Reynolds number
SCV of the first state, S1. Highlighted point at P(190,10) indicates the point in which the SCV

reach to 10 %.

To investigate the correlation between the number of rolling structures and the momentum
transfer, the temporal evolution of kinetic energy-based Reynolds number is calculated as
suggested by [20]. In that work it was shown that the variation of this Reynolds number has a

direct correlation with the heat transfer, hence it can highlight the effect of the number of rolling
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structures on the overall energy transferred to the system. Variation of the number of rolling
structures, n, and the Reynolds number, Re during S1 is plotted in Figure 2-16. In this figure it
can be seen that from the start of convection, both the Reynolds number and the number of the
rolling structures start rising and reach a local maximum value. This initial period sees the rise and
fall of the primary thermal plumes that develop into the primary rolling structures of the flow as is
shown in Figure 2-16(a) by the vorticity field at At/tf ~ 8. The first peak of the Reynolds number
and the number of the rolling structures occurs in the vicinity of At/t; = 16. From the vorticity
field at this time, depicted in Figure 2-16(b), it can be seen that the first maximum peak is when
the hot and cold thermal plumes first collide. Beyond this time, after the first peak, in the vicinity
of At/t; = 31 the Reynolds number and the number of the rolling structures reach their maximum
and minimum value respectively during the whole S1. The vorticity field for this can be seen in
Figure 2-16(c), showing a smaller number of rolling structures in comparison to the very beginning

of the start of convection, At/t; < 31.
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Figure 2-18. Plot of the variation of the number of LSC, number of rolling structures, and
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At/tf are highlighted for better visualization of these two plots.

From Figure 2-16(d) which is a binary plot showing the formation of LSC during S1 it can be

seen that the formation of LSC or a rolling structure larger than the half area of the convection cell

occurs rarely, with the probability of P = 17 %. Here, the probability, P is defined as the total life

time of the LSC to the total time of the experiment. In the vicinity of At/t; = 31 in Figure 2-16(d)

the formation of LSC can be observed, however, for this state, the mean size of the LSC is found

to be A;; = 0.56, close to the defined threshold for detecting an LSC. In Figure 2-16(c) it can

also be seen that although larger rolling structures are formed compared to the beginning, At/t; <

31 the flow structure at this instant is quite different from the LSC formed at the center of the

enclosure in S2 or S3.
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Table 2-2. Correlation, cross-correlation function, and de- lay time of the cross-correlation of
the two signal of kinetic energy-based Reynolds number and number of the rolling structures

for the investigated regimes of S1, S2, and S3.

S1Model  S1Mode2 52 S3
P(%) 17 17 45 77
|C, | 0.48 043 031 0.44
|C.| 0.96 0.95 0.90 0.91
T 0 0 0 0

By comparing the signals of the Reynolds number and the number of rolling structures in
Figure 2-16, an inverse correlation between these two signals can be observed. This is more
observable for Mode 1 where the variation in these two signals is more significant. To identify the
connection between the signals of Reynolds number and the rolling structures number, the
correlation coefficient of these two signals is calculated and it is found to be C, = 0.48 for Model

and C, = 0.43 for Mode2 indicating the strength of the inverse correlation between Re and n

signals. The maximum value for normalized cross-correlation, C, of these two signals as is shown
in Figure 2-19(a) and (b) is also equal to C, = 0.96 and C, = 0.95 for Model and Mode2,
respectively. The delay time for both modes of S1 was found to be T = 0 showing zero delay

between the correlation of the signals of Reynolds number and number of the rolling structures.

In previous works that the effect of the number of the LSC on the momentum and heat transfer
of RBC was indicated, the enclosure had an aspect ratio I < 1, which leads to the formation of
multiple LSC’s in a time instant [20]. However, in the current case, the flow is developing in an
enclosure with unit aspect ratio and based on the defined threshold and previous qualitative
definition of the LSC [2], the formation of only one LSC is possible at each time instant. Figure

2-18(a) and (b) show the binary plots of the formation of LSC during S2 and S3 respectively. In
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comparison to S1, it can be seen that the probability of the formation of LSC during S2 and S3 is
significantly higher and equal to P = 45 % and P = 77 % respectively. However, the plot does
not provide any information on its effect on the momentum transfer evolution represented by
Reynolds number, Re depicted in Figure 2-18. For these two states the evolution of the total
number of the rolling structures, n instead of only LSC is plotted and shown in Figure 2-18. Similar
to S1, a general inverse correlation can be observed between the two signals of Re and n. The
correlation coefficient, C, of these two signals is equal €, = 0.31 and C, = 0.44 for S2 and S3
respectively. Similar to S1, as is shown in Figure 2-19(c) and (d), the delay time for this correlation
is equal to T = 0, obtained from the optimum cross-correlation of C; = —0.90 and C; = —0.91

for S2 and S3, respectively.

The probability of the formation of the LSC or a rolling structure larger than the half-area of
the convection cell is summarized in Table 2-2 for the start of the convection, S1 (including both
modes) and for the developed states of S2 and S3. Comparing all three states, it can be seen that
the temporal development of the flow leads to an increase in the probability of the formation of
LSC, however, in the developed regimes such as S2 and S3 in the case of NOB RBC and high
Prandtl number, the formation of LSC is interrupted by high energy thermal plumes which leads
to the formation of small-scale, flow rolling structures. Looking into the correlation between the
total number of rolling structures and the Reynolds number which is summarized in Table 2-2, a
moderate inverse correlation could be observed for all the states from the beginning of the
convection to the developed states of S2 and S3. It can be seen that the inverse correlation is
stronger for the S1 in which small-scale rolling structures are dominant. However, for the two
other states, the correlation stays in the same order highlighting the formation and role of small-

scale rolling structures in momentum transfer.
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Figure 2-19. Cross-correlation function between the signal of the kinetic energy-based
Reynolds number and the number of the rolling structures for states of (a) S1 Model, (b) S1
Mode2, (c) S2, and (d) S3.
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2.4 Conclusion

An experimental study on the formation of flow rolling structures in a turbulent non-
Oberbeck-Boussinesq (NOB) Rayleigh-Bénard convection (RBC) with Pr =7, and
Ra = 5.3 x 107 and an aspect ratio of I' = 1 was reported. The first goal of this work was to
evaluate the formation of the flow rolling structures after the start of convection and compare them
with the rolling structures formed during the flow states after the establishment of the coherent
LSC. It was identified that in contrast to developed states, the probability of the formation of the
large-scale rolling structures is quite low, less than 17 % and only 4.7 % of the rolling structures
are large-scale during S1. It was also found that both CW and CCW rolling structures have the
same size distribution and vortex-pair formation was a frequent phenomenon in this state. For the
two other states, in which LSC is a dominant flow structure with the formation probability of 45 %
and 77 %, it was shown that a large number of rolling structures are small scale, 89.5 % and
82.9 % was still present. The second goal of this work was to identify the connection between the
number of rolling structures with the kinetic energy-based Reynolds number. By considering the
total number of rolling structures, an inverse correlation was found between the total number of
the rolling structures and the kinetic-based Reynolds number for all the three investigated states
showing the role of small-scale rolling structures in momentum transfer in turbulent Rayleigh-
Bénard convection with relatively high Prandtl number. The effect of the small-scale rolling
structures on the momentum transfer provides a new insight into the role of these structures in
turbulent RBC specifically, in the conditions where the small-scale rolling structures are dominant,
such as high temperature difference and high Prandtl numbers. Further investigations on the
influence of small-scale rolling structures can lead to the development of new methods in heat

transfer enhancement and flow control.
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Chapter 3: Effect of convection cell confinement on the properties of

the large-scale circulating structures in Rayleigh-Bénard

convection

The influence of lateral confinement of the
convection cell on the stability of the LSC of RBC
flow is investigated in this chapter. 2D PIV and 3D
scanning PIV were applied to measure spatio-
temporal characteristics of the LSC within the
confined cell. The influence of the Ilateral
confinement on the elliptical instability is also
investigated to examine the influence of
confinement on suppressing this instability.
Experiments were conducted for a convection cell
with aspect ratio of I' = 1/10 and Rayleigh numbers
of Ra = 2.3 x 107, 5.6 x 107, and 8.8 x 107 using

a working fluid of water.
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3.1 Introduction

Rayleigh-Bénard convection (RBC) is a thermal driven flow in a geometry heated from below
and cooled from above [1]. As a model system, RBC captures the essence of buoyancy-driven
flows, where temperature gradients induce complex flow patterns representing a wide range of
natural phenomena, including atmospheric circulation, ocean currents, and the Earth's mantle
convection, as well as industrial processes like chemical reactors [2]. Rayleigh number, Ra =
agATH? /vk, Prandtl number, Pr = v/k, and the geometry of the convection cell are the
controlling parameters of RBC flow [3]. Large-scale circulation (LSC) is known as one of the most

important characteristics of the RBC due to its high impact in heat and momentum transfer [2].

LSC was introduced for the first time by [4] via experimental visualization of the flow
structure. Importance of the LSC was highlighted by the recent studies showing the influence of
the number of LSC on the heat and momentum transfer [5], [6], [7]. Generally, for a relatively low
Prandtl fluid e.g. gaseous flow with Pr~0.1, there is an inverse correlation between the number
of LSCs and the heat and momentum transfer [5], [6], [7]. However, for higher Prandtl numbers
e.g. water with Pr~5, this correlation is not strong [2], [8]. Our recent work has shown that in a
cubical convection cell with Pr = 7 and Ra = 5.3 X 107 in a cubical convection cell, the inverse

correlation exists between the total number of the rolling structures and the momentum transfer.

The shape of the convection cell specially the aspect ratio of the convection cell has been
shown that have significant effect on the dynamics of the LSC [3]. Among the shape properties,
lateral confinement in two directions has been found to have significant influence on the LSC
characteristics [9]. Hence, the impact of lateral confinement on the heat and mass transfer has been

the focus of interest in the recent studies revealing sophisticated dynamics of LSC [7]. In a cubic

54



convection cell with the height of H, and the width and depth of W, lateral confinement in two-
directions means a low aspect ratio convection cell, I' < 1, where aspect ratio is I' = W /H. The
focus of these studies was on the flow modes based on the number of the LSC formed on top of
each other, the duration of each mode, and the heat transport associated to each mode [7]. Based
on these studies, it can be concluded that decreasing the aspect ratio of the convection cell i.e.,

two-directional lateral confinement, can lead to formation of modes with a greater number of LSCs
[7], [10].

In a recent study, Zwiner et al. [7] within a convection cell with the aspect ratio of I' = 1/5,
Pr = 0.1, and Ra = 10° both twisting and sloshing states were observed temporally evolving
during At/t; = 350 forming sloshing regimes with up to 4 LSCs. They proposed that the
formation of multiple LSCs is driven by an elliptical instability, which disrupts the single LSC,
leading to the emergence of several LSCs stacking vertically. Their work was groundbreaking, as
it involved the first detailed investigation of the formation and evolution of LSCs in low-aspect-
ratio convection cells using 3D direct numerical simulations (DNS). This approach enabled the
clear distinction between twisting and sloshing regimes, while also proposing a dynamic
mechanism for the formation of multiple stacked rolls within the convection cell. The effect of the
two-directional lateral confinement has been focusing of many recent studies conducting
numerical simulation [10], [10]. However, there only few experimental studies focusing on the
LSC dynamics in a confined convection cell [11] and there is not any experimental observation of

3D flow structure of the lateral confined RBC flow.

In this letter, we explore the flow structure of RBC within a cubical convection cell confined
severely in two-direction with the aspect ratio of I' = 1/10 and Prandtl number of Pr = 6.3 i.e.
working fluid of water. To see the effect of Rayleigh number, experiments were carried out for
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three Rayleigh numbers of Ra = 2.3 x 107, 5.6 x 107, and 8.8 x 107. The elliptical instability
also has been investigated to examine the proposal of Zwiner et al. [7] associating the sloshing
regime to the existence of the elliptical instability. The experimental observations of the
spatiotemporal characteristics of the LSC within confined convection cell was captured by times
resolved 2D particle image velocimetry (P1V) for a relatively long time of At = 1300 from the
start of the convection and the developed flow has been captured in 3D using a scanning PIV

approach.
3.2 Experimental approach

The convection cell of this work had a square cross-section with the width and depth, W =
5 mm, and height, H = 50 mm making a convection enclosure with the aspect ratio of I' = 1/10.
The boundary condition was set to temperature constant at the top, T, and bottom, T and the
Rayleigh number were set by changing the temperature difference, AT = Ty — T,. Sidewalls were
in adiabatic condition, dT/dx = dT/dy = 0. Although there are numerous studies using 2D
particle image velocimetry (PIV) to investigate the flow properties of RBC, the 3D investigations
are very limited. [12] showed the possibility of the 3D investigation of RBC using time-resolved
3D particle tracking velocimetry (PTV). [13] also used the 3D tomographic PIV for the first time
to study the physics of the RBC flow within a cylindrical convection cell with the aspect ratio of
I =1/2 and Ra = 10% and Pr = 5.3. Using proper orthogonal decomposition (POD) they
identified evolution of the different flow modes including sloshing and twisting. We used a 3D
scanning PIV approach for this study. The low aspect ratio and the small size of the convection
cell makes the 3D measurement of the flow challenging using multiple cameras and measuring the
whole flow field. Here we used a single camera and scanned the whole flow domain by a laser

sheet allowing us to calculate the out of plane velocity component and reconstruct the 3D flow
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field. The details of this approach can be seen in the Moviel in the supplementary materials. Using
the scanning approach in a previous work we measured the temperature field of the convection

cell which can be seen in [14].
3.3 Properties of different flow modes

In the context of RBC flow with Rayleigh numbers in the range 10”7 < Ra < 108, we
typically expect unsteady, turbulent flow regimes [15], [16]. These regimes are often characterized
by chaotic fluctuations in both the velocity and temperature fields [16]. However, in this study, the
convection cell’s aspect ratio, I' = 1/10, introduces significant lateral confinement, which
modifies the flow dynamics compared to unconfined or higher aspect ratio systems. This lateral
confinement restricts horizontal motion, compressing the LSC that would typically span the width

of the cell [17]. In Figure 3-1(a), to (b) the evolution of the vertical, <u;>x,z/u; and horizontal
velocity, (uZ),,/uf components for Ra =23 x107, 5.6x 107, and 8.8 x 107clearly

demonstrates the transition between different flow regimes over time. Here, (-) denotes the spatial

average along the arbitrary direction i.e. s while u, indicates the free-falling velocity, u, =

\/m. Initially, there is a rapid increase in the vertical velocity component, indicating the
formation of strong vertical plumes as buoyancy forces dominate. This peak is followed by a
gradual stabilization, where the flow transitions to a steadier regime. For higher Rayleigh numbers,
the horizontal velocity remains largely suppressed due to lateral confinement, while the vertical
velocity continues to dominate, reflecting the system’s tendency to form vertically aligned
structures. The timing of the peak and subsequent stabilization, is driven by the interaction between
buoyancy forces and viscous damping. The confinement effectively suppresses lateral turbulence,

allowing for a more regular, quasi-steady to persist beyond the initial transition. The dominant
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vertical motion of the flow is consistent with the previous observations in [18] where formation of
single strong thermal plumes was reported.
(@) |

(uf)ez/uf /«y\\
(ud)yz/uf 05 f ' '

(uf + ufdes/uf

0 - 15 630 975 1300
time (s)

(b) 1

(uf)r‘.ly/ujf

{uf,}_rl?/uf 0.5 | _.“ i k/\\_r-’ e e =]

(uZ +udd,/uf _—

0 L | L _ _ N o
0 325 650 975 1300
time (s)
1 3 : : ;
c ) i
@ (uf)e/u} /;\
(udles/uf 05 f i e~
(uf + uddez/uf /_,/ P
0 — T
0 325 650 975 1300
time (s)

Figure 3-1. Evolution of three velocity components normalized by the free-fall velocity, i.e.,
vertical velocity (uZ),,/uf, horizontal velocity, (uZ),,/u?, and velocity magnitude
(u? +u§)xlz/u]§ over period of t = 1300 s. Rayleigh number is varying from (a) Ra =
2.3 x 107, (b) 5.6 x 107, and (c) 8.8 x 107. Movie 3 in the supplementary material indicates
the temporal development this plot along with the 2D temporal evolution of the velocity and
relevant properties for the three investigated Rayleigh number.

The autocorrelation function of the vertical velocity, C(t) which is listed in Table 3-1, shows
that for all the three Rayleigh numbers, flow reach to a quasi-steady state after around 7~650 s
considering an autocorrelation criterion of C(7) = 10~. During the quasi-steady state for each
Rayleigh number the coefficient of variation of both horizontal and vertical velocity is listed in

Table 1, as gy, /(uy )z aNd 0y, /(Uz)x . ¢, Where g, is the standard deviation of the velocity and

(u)s ¢ is the spatiotemporal mean of the velocity. As can be seen, the coefficient of variation for
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all the three Rayleigh numbers is very low, i.e. o, _/(uy)x ,¢ < 1and g, /(u;)y,: < 1, indicating
small variation in both horizontal and vertical velocity. It is worth noting that although for Ral
the velocity fluctuations are lower than the two other Rayleigh numbers, it takes more time 7 >
725 s for this state to reach to the quasi-steady state. Although the velocity fluctuations are very
small, looking to the study of the temperature field of the same phenomena with the same
controlling parameters, i.e. Rayleigh number, Prandtl number, and aspect ratio of the convection
cell, it can be seen that flow is driven by the constant generation of the thermal plumes which is

the source to the temperature and flow fluctuations [18].

The 3D flow structure for the quasi-steady state of each Rayleigh number is reconstructed and
shown in Figure 3-2. In this figure, the velocity vectors and magnitude for Rayleigh numbers
increasing from left to right demonstrate a progression in the complexity of the LSC structures in
the Rayleigh-Bénard convection cell. At lower Rayleigh numbers i.e. Figure 3-2(a), the flow is
dominated by a single LSC with minimal twisting, indicating a relatively stable and coherent flow
regime. As the Rayleigh number increases, we observe a gradual introduction of twisting within
the LSC, with multiple twists up to a double-twist mode in the highest Rayleigh number case, i.e.
Ra3 indicating more complex, vertically elongated structures. The increase in the number of twists
with Rayleigh number can be attributed to the intensifying buoyancy forces by higher temperature
gradient, which drive stronger thermal plumes which was confirmed earlier in [18]. As the
Rayleigh number increases, the turbulent kinetic energy in the system grows, resulting in the
destabilization of the flow structure. This leads to the formation of more complex and vertically
elongated twisting regimes, where the flow patterns exhibit stronger vertical alignment due to the

lateral confinement of the convection cell. At higher Rayleigh numbers, the increasing shear and
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thermal gradients amplify the vertical velocity components, promoting the development of these

twist-dominated structures.
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Figure 3-2. Velocity vectors and velocity magnitude of the mean velocity during the quasi-
steady state for (a) Ra = 2.3 x 107, (b) 5.6 x 107, and (c) 8.8 x 107. The in-depth variation of

the flow properties is depicted for more information in Movie 2 in the supplementary materials.

The competition between buoyancy forces and viscous damping typically results in strong,
turbulent plumes rising from the heated base and descending from the cooled top. In this laterally
confined setup, the formation of lateral plumes is suppressed, promoting the development of
vertical structures (see Figure 3-1), which exhibit regular, though complex, twist-like features (see
Figure 3-2). This suppression of lateral instability likely explains the system's more stable, quasi-

steady-state behavior post-transition, despite the high Rayleigh numbers that would otherwise lead
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to fully unsteady, turbulent convection as described theoretically and numerically by [9]. The
lateral confinement effectively introduces order to these high-Rayleigh number flows, allowing

for the persistence of steady and structured twisting regimes.
3.4 Twisted regime and restriction of elliptical instability

In Figure 3-3, we observe the vertical profiles of both horizontal and vertical velocity
components, as well as the enstrophy distribution, for increasing Rayleigh numbers. The red curves

represent the horizontal velocity component (u,% + uf,)x / uf, the black curves represent the vertical

velocity component (uZ2),. /u?, and the blue curves represent the enstrophy (w?Z + wf,)x/w}, which

is a measure of vorticity magnitude, indicating the intensity of rotational motion within the flow.
At the lowest Rayleigh number, Figure 3-3(a) both the horizontal (red) and vertical (black) velocity
profiles are predominantly concentrated near the top and bottom of the convection cell. The
vertical velocity shows a clear dominance, with higher magnitude compared to the horizontal
component. This is typical of a low Rayleigh number regime where convection is still relatively
weak, and the flow is largely vertical, driven by the buoyant forces acting on the fluid. The

enstrophy (blue curve) is minimal, reflecting the low level of rotational motion.
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Table 3-1. Flow properties for the three investigated Rayleigh numbers of al = 2.3 x 107,
Ra2 = 5.6 X 107, and Ra3 = 8.8 x 10”.

Ral Ra?2 Ra3

C(7) 1071 107t 1071

7(s) 725 662 643

Oy, [(Ux)x,z 107° 107* 1073
Ou, /(Uz)x,z 107* 1073 1072
(Re); 161 326 305

(a)% + (,)le)t/a)]% 0.32 0.41 0.46
o 0.54 0.64 0.68

04 0.40 0.40 0.40

As the Rayleigh number increases, the horizontal velocity component begins to increase
significantly, with the profile showing deviations from the cell boundaries. The vertical velocity
component, while still dominant, also exhibits more structure, suggesting the development of
vertical plumes and enhanced convective rolls. The enstrophy profile also increases, indicating the
formation of more intense rotational motion as the twisted regime develops. This is characteristic
of the transition from a single roll to multiple roll flow structure. However, as described by [7],

the roll can be defined separated indicating the sloshing regime when (u2 + ujz,)x/u} = (uZ)/uf.

As can be seen in Figure 3-3(a) and (b) the values of horizontal and vertical velocity approach
each other, yet they are far from equal indicating the twisting mode instead of a sloshing one.
Furthermore, the increase in the horizontal velocity (red curve) by increasing the Rayleigh number,
indicates the presence of multiple twisting modes within the flow, consistent with the earlier
observation of multiple LSC twists in the velocity vector plots. The vertical velocity (black curve)
similarly shows increased complexity, with relatively strong peaks. The enstrophy (blue curve)
increases, with more oscillations and higher values throughout the cell, indicating the development

of strong vorticity and rotational motion as the mean values are listed in Table 3-1. This is expected
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as higher Rayleigh numbers drive more intense thermal plume convection, leading to the twist of

coherent structures i.e. LSC.
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Figure 3-3. For three Rayleigh numbers of (a) Ra = 2.3 x 107, (b) 5.6 x 107, and (c)

8.8 x 107, this figure is showing the horizontal velocity magnitude, (uZ + uf,)x/uﬁ, in
comparison with the vertical velocity (u2), /u?. (w? + a)f,)x/a)]% is also showing the enstrophy

profile all along the vertical axis spatially averaged along the horizontal plane i.e. x — y.

Formation of the steady LSC within the laterally confined convection cell suggests that the
elliptical insatiability that is responsible for the sloshing regime and formation of separated
vertically stacked rolling structure is damped by the severe confinement. The comparison of the
growth rate i.e. o~ew/2H where ¢ represents the ellipticity of the flow rolling structure, with the

damping rate i.e. o;~v/H? demonstrate the suppression of the elliptical instability [19]. As is
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listed in Table 1, for all the three Rayleigh numbers, it can be seen that the growth rate and the

damping rate are at the same order. However, elliptical instability will occur when o > g, [7]

3.5 Conclusion

This chapter provided a comprehensive experimental analysis of Rayleigh-Bénard convection
in a laterally confined cell with an aspect ratio of I' = 1/10, across Rayleigh numbers ranging
from Ra = 2.3 x 107, 5.6 x 107, and 8.8 x 107. The results highlight how lateral confinement
strongly influences the flow behavior, particularly by damping the typical elliptical instabilities
that would otherwise break up the large-scale circulation (LSC) into multiple sloshing modes in
an unconfined or moderately confined system. Instead, the confinement promotes the formation of
a prolonged twisting regime, where the flow remains vertically dominant with limited lateral
motion. At lower Rayleigh numbers, the flow is primarily vertical with a single LSC. As the
Rayleigh number increases, the flow preserves the single LSC, but with the number of twists in
the LSC increasing as buoyancy forces become stronger. This gradual increase in twists is driven
by the amplification of turbulent plumes and vertical shear, constrained by the lateral boundaries.
The suppression of lateral instability and sloshing allows the flow to evolve into a more structured,
yet highly dynamic, state where twisting dominates. The velocity profiles and enstrophy further
demonstrate the increased rotational motion of the flow at higher Rayleigh numbers. These
findings emphasize the critical role of geometric confinement in shaping the large-scale circulation
topology within the Rayleigh-Bénard convection. By preventing the onset of sloshing and
facilitating the emergence of a prolonged twisting regime, suggesting the formation of unsteady
turbulent regimes in much higher Rayleigh numbers. Besides the many controlling applications
that this physics represents, this physics is important since it also suggest formation of ultimate

regime in much higher Rayleigh numbers comparison with the RBC flow in regular enclosures.
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Chapter 4: Temperature field and its oscillations in confined

Rayleigh-Bénard convection

The spatio-temporal characteristics of
the temperature field within a laterally
confined convection cell of RBC with
the aspect ratio of I'=1/10 s
investigated in this chapter. Time-
resolved 2D temperature field is
visualized and measured using two-

colour two-dye PLIF.”
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4.1 Introduction

Rayleigh-Bénard convection (RBC) is a natural convection that occurs in a fluid layer
confined by two horizontal boundaries, heating at the bottom and cooling at the top which leads to
a vertical temperature gradient across these two boundaries [2]. RBC plays a crucial role in a range
of scientific fields, including geophysics, atmospheric sciences, and astrophysics [1]. Practical
applications of this phenomenon include the development of energy-efficient cooling systems and
the optimization of thermal processes in industries such as metallurgy and materials processing
[1]. RBC also can be employed in bioengineering for DNA polymerase chain reaction (PCR)
purpose [20]. PCR is a widely used method for amplifying specific DNA sequences, but it requires
precise temperature control to ensure that the DNA is amplified efficiently and accurately [21].
RBC has been used to develop new PCR techniques that rely on natural convection to achieve the
necessary temperature control [21]. To design the geometry and heating profiles of these devices,
knowledge of the temporal and spatial temperature distribution is necessary [21]. Hence, there are
many attempts to understand the temporal and spatial variation of temperature of RBC at different

conditions of RBC at different conditions [22], [23], [24].

Controlling parameters of RBC are defined as the Rayleigh number, Ra = agATh3/vk,
Prandtl number, Pr = v/k, and aspect ratio of the enclosure, I' = w/h, where « is the thermal
expansion coefficient, w and h are the width and height of the enclosure respectively, g is
gravitational acceleration, v is kinematic viscosity, k is thermal diffusivity of the fluid, and AT =
Ty — T, is the temperature difference between the hot, Ty, and cold, T, horizontal boundaries
[25]. RBC is characterized by the formation of hot and cold thermally-driven plumes rising and

falling, respectively [26]. The resulting motion of thermal plumes forms unsteady vortical
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structures [4], [27]. Development of the vortical structures leads to the formation of unsteady large-

scale circulating (LSC) structures which is another characteristic of RBC [4].

In RBC, convection initiates temporally by the rise and fall of the hot and cold thermal plumes
[28] as is shown in the schematic in Figure 4-1(a). The development of the RBC flow involves
interaction between the thermal plumes, and the convection cell boundaries. This development of
the thermal plumes leads to the formation of a mean flow or the LSC [28] shown in Figure 4-1(b).
Thermal plumes develop from the hot and cold boundaries and as a coherent flow structures they
have a different velocity from the mean flow [29], [30]. Experimental analysis of the turbulent
RBC in a cubical enclosure with the working fluid of water and Rayleigh number of Ra =
3.8 x 10° and Ra = 3.5 x 10%° has been shown to have a high turbulent production close to the
thermal boundaries of the enclosure [31]. The region has been highlighted as region “A” for both
hot and cold boundaries in Figure 4-1(c). This region is highlighted as a high Reynolds stress
region can be demonstrated as a region where all the thermal plumes rise and detach from the
thermal boundaries. The detachment and rise of the thermal plumes form a jet flow toward the
opposite thermal boundary [31] which is shown in Figure 4-1(c). The impact of the jet into the
thermal boundary leads to kinetic energy dissipation along with the formation of corner rolls [32]
shown in Figure 4-1(b). The impact region can be visualized by the high turbulent kinetic energy

which is highlighted as region “B” in Figure 4-1(c).
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Figure 4-1. Schematic of the beginning of the convection and developed flow in RBC. (a) shows the
start of the convection, (b) developed flow and formation of LSC, (c) Mean flow and highlighted high
Reynolds stress and kinetic energy regions, (d) Mean flow and temperature map.

The schematic of the mean temperature field corresponding to the flow organization in a

cubical enclosure is shown in Figure 4-1(d). It is known that the temperature at the center of the

enclosure is equal to the mean temperature of the hot and cold boundaries, (Ty + T¢)/2 [23].

Above and below the hot and cold thermal boundary layers, the temperature stands close to the

center temperature, (Ty + T¢)/2 [33], [34]. As can be seen in Figure 4-1(d), the region with high

temperature stretch along the jets in vertical direction which is associated with the high kinetic

energy region where the thermal plumes detach and form the thermal jets [35]. This flow
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organization and temperature field can be attributed to the RBC with low Prandtl numbers (i.e. air)
and moderate to high Rayleigh number 10® < Ra < 101° in an enclosure with unit aspect ratio,

I =1[35].

One condition that can affect the flow organization and temperature field and thermal
properties of RBC is changing the aspect ratio of the enclosure to lower values, I' < 1, i.e.,
confining the convection cell in both width and depth directions [6]. The influence of slendering
the enclosure on RBC properties has been a focus of interest recently [36], [37], [38]. By numerical
simulation of RBC in a cubical enclosure within the Rayleigh number of 107 < Ra < 10° and
Prandtl number of Pr = 4.3 and of Pr = 0.7, [5], [6] investigated the flow organization of slender
RBC with the aspect ratio of 0.4 < I' < 1.25. They showed that by increasing the aspect ratio of
the enclosure, multiple LSCs may form in which the number of structures vary temporally. They
also showed that heat transport reduces by increasing the number of LSCs. While the effect of the
number of the LSCs on heat transport was found to be negligible or very low in some of the
experimental works [8], [39], using DNS within Rayleigh number of Ra = 5 x 10° and Prandtl
number of Pr = 0.1, and aspect ratio of I' = 0.2, Zwinner et al. [7] identified two regimes of
sloshing and twisting and found an inverse correlation between the number of LSCs in sloshing
regime with both heat and momentum transfer. They also attributed the formation of multiple LSCs

to the elliptical instability.

The influence of slendering the convection cell on heat transfer was investigated using DNS
with a Rayleigh number of Ra = 10° [40]. It was found that by decreasing the aspect ratio from
1 to 0.2, the heat transfer stays almost the same. However, decreasing it to lower values leads to
an increase in heat transfer maximizing at around I' = 0.07. Decreasing the aspect ratio to a lower

value than I' = 0.07 leads to a sudden and sharp decrease in the heat transfer. A similar
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investigation was performed by Huang et al. [41], but in this case the geometry confinement was
applied only in one direction. The results show an increase in the heat transfer mainly for an aspect
ratio I' < 0.25. Similar to the results of previous work, Chong and Xia [42] showed that the heat
transfer reach to a maximum value at a specific aspect ratio, then decrease. This maximum value
of heat transfer occurred at a lower aspect ratio for higher Rayleigh numbers. This maxima in heat
transfer via slendering the RBC enclosure was also investigated by Hartmann et al. [43] using DNS
and investigating the temperature and velocity fields. They showed that decreasing the aspect ratio
led to heat transfer enhancement while the confinement of the enclosure may lead to stabilization

of the temperature and velocity field.

The Oberbeck-Boussinesq (OB) approximation is a simplifying assumption made in the study
of natural convection, specifically in RBC [44]. Within the OB approximation, the density of the
fluid is assumed as constant except where it is affecting the buoyancy term in the equation of
motion [45]. As a result of this assumption, the density dependent fluid properties such as thermal
diffusivity and kinematic viscosity are constant [45]. This allows for a simpler mathematical
description of the fluid motion. Following in equation(1) and equation(2), the Navier-Stokes and
the energy equations are shown within OB assumption for RBC flow. In these equations, x; is the
dimensionless Cartesian location, where i = 1, 2 representing the x and y positions in the 2D space
where y is the vertical direction along the gravitational acceleration, P is the dimensionless
pressure, 6;, is the chronical delta, u; is the dimensionless velocity of the fluid flow and t* and

T *are the dimensionless time and temperature, respectively.
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The non-Oberbeck-Boussinesq (NOB) condition in RBC arises when the temperature
difference between the top and bottom boundaries, AT becomes large enough that the fluid density
can no longer be considered constant as discussed by Wan et al. [45]. In such cases, the density
variations can no longer be neglected in the momentum equation, and the assumption of constant
fluid density must be abandoned. The fluid properties such as the thermal diffusivity, thermal
expansion coefficient, and the kinematic viscosity cannot be assumed constant and since the
temperature is unsteady, they become a function of space and time which results in a more complex
set of equations. In this case, the Navier-Stokes and the energy equations can be described as
equation(3) and equation(4), respectively [46]. In these equations, p*, u*, C,, and k*are
representing the dimensionless density, dynamic viscosity, specific heat, and thermal conductivity.

In the Navier-Stokes equation, Fr represents the Froude number which is defined as Fr = V/,/gh

in which V is the falling velocity representing the velocity scale in RBC flow.
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The effects of the NOB condition can be significant. For instance, the onset of convection can
occur at different critical Rayleigh numbers than in the OB regime [46]. The flow patterns and
heat transfer rates also can be quite different from those observed in the OB regime [46]. In many
of the situations, NOB can provide a better explanation of the physics due to the large temperature
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differences [47]. These situations can be found in geophysical settings such as the Earth's mantle,

and in industrial and engineering applications such as PCR devices [47].

Experimental and analytical investigations on the effect of NOB condition on RBC flow with
a working fluid of water showed that the effect of NOB on the global properties such as Reynolds
and Nusselt is not significant [44]. However, it was found that the NOB condition leads to an
asymmetric thermal boundary layer thickness between the top and bottom boundaries compared
to the symmetrical thermal boundary layer within the OB approximation. An asymmetry was also
reported between the top and bottom viscous boundary layer thickness of RBC flow with a working
fluid of water within the NOB regime [48], [49], [50]. This asymmetry was attributed to the

temperature dependency of the kinematic viscosity of the fluid [51].

The effect of the NOB condition on the flow structure of the RBC flow is another important
matter due to the role of the flow structures in heat and momentum transfer. The few studies which
focused on this effect showed that the main effect of the NOB condition is mainly on the horizontal
component of the velocity close to the top and bottom boundaries [52]. This also can be inferred
from the asymmetry in the viscous boundary layer thickness [53]. Another effect of the NOB
condition on the flow structure of RBC was observed for RBC flow in a cubical enclosure in which
is known for the formation of diagonal symmetric corner rolling structures [52]. It was found that
while in RBC within the OB approximation the center of the enclosure is a stagnation region
however, within the NOB condition the velocity is not zero in this region. It is also found that in a
NOB RBC with a working fluid of water by increasing the temperature difference between the top
and bottom boundary, from 20 °C to 60 °C, the asymmetry between the top and bottom temperature

distribution increases [46].
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Belkadi et al., 2020 has highlighted that experimental investigation of the temperature field of
RBC flow is a difficult matter. There are several temperature measurement methods that are
usually employed in studying the temperature and thermal properties of the phenomena such as
RBC. Thermometers, thermocouples, resistance temperature detectors (RTDs), and thermistors are
some of the most commonly used methods [54]. One disadvantage that all these methods share is
the limit in spatial resolution as the measurements are to limited to a small number of points within

the fluid domain.

Optical temperature measurement methods have become increasingly popular for non-
invasive and high-resolution temperature measurement of fluid flows [55]. Planar laser-induced
fluorescence (PLIF), liquid crystal thermometry (LCT), and phosphorescent thermometry are the
most common methods in measuring the temperature of the fluid flows [56], [57], [58], [59]. PLIF,
involves the use of lasers to excite certain molecules within the fluid, which then emit fluorescence
that is dependent on their temperature [59]. This can provide high-resolution temperature maps of
the fluid [59]. PLIF is also a non-invasive method that does not require any contact with the fluid,
making it ideal for use in applications where nonintrusive measurement is essential [60]. While
PLIF does require the use of specialized equipment and can be challenging to implement, these
advantages make it a valuable tool for fluid temperature measurements in a variety of applications

such as studying the RBC [61].

There have been several attempts to apply PLIF and other optical measurement techniques
such as LCT for measuring the temperature of RBC [62]. However, they have been used in few
works to conduct experiments to study the physics of RBC [63]. LCT was applied along with PIV
to measure the temperature field of RBC in a rectangular channel with working fluid of water by

Moller et al. [52] and Kaufer and Cierpka [53]. LCT also has been used to investigate the
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temperature variation of turbulent superstructures of RBC in an enclosure with high aspect ratio
[58]. Using 4D LIF, Kashanj and Nobes [14] captured the temperature and its temporal evolution
in a low aspect ratio enclosure. Although, these techniques are more popular in studying RBC,

there also limitations due to the cost and time of the massive data storage and processing [14].

While there are many studies on RBC flow, the effect of the non-Oberbeck-Boussinesq
condition has been investigated by few. The influence of the lateral confinement of the convection
cell also has been a focus of interest recently due its major effect on the RBC flow properties. Yet,
to the best knowledge of the authors, the influence of lateral confinement on NOB RBC flow has
not been investigated. In this chapter we will investigate temperature development, its spatial
distribution and oscillation in an RBC flow at the NOB condition while the convection cell has a
low aspect ratio of I' =0.1. This is investigated for three Rayleigh numbers of Ra =
5.3 x 107,7.6 x 107, and 9.5 x 107 with the associated the temperature differences of AT =
30 °C, 35°C, and 40 °C with the Prandtl number of Pr = 6. Investigations have been done
experimentally by applying time-resolved two-colour two-dye PLIF for measuring the 2D
temperature field from the beginning of the convection for 2400 seconds. The first aim of this
chapter is to investigate the effect of severe lateral confinement of the convection cell of NOB
RBC on suppressing the temperature oscillations. Then, to identify the origin of the temperature
oscillations the physics of oscillations has been compared with the one in OB RBC in the common
aspect ratio enclosures, I' = 1. Furthermore, since the temperature of the whole field is measured,
the spatial variation of the temperature oscillation has been investigated to see its behavior by
moving away from the thermal boundaries. At the end, the influence of the lateral confinement on

the vertical symmetry of the temperature field is investigated to see if severe lateral confinement
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preserves the vertical symmetry of the temperature field that is known for OB RBC flow or it leads

to an increase in the asymmetry of the temperature field.
4.2 Methodology

A schematic of the RBC enclosure with highlighted boundary conditions can be seen in Figure
4-2(a). The enclosure had a square cross-section with the width and depth, w of 5 mm, and height,
h of 50 mm making a convection enclosure with the aspect ratio of I' = 0.1. Bottom and top
boundaries of the enclosure were connected to two heat exchangers with a surface made of copper
sheet for high conductivity. Both heat exchangers were connected to thermal baths to provide a
constant temperature boundary condition at the bottom and top of the cell. The temperature of the
water recirculating in the heat exchangers were controlled with the precision of 0.01 °C. The
temperature is distributed evenly over the surface of the horizontal boundaries. The continuity of
the temperature distribution on the surface of the heat exchangers has been examined using an IR
camera (FLIR A35, FLIR Systems Inc.). The results of the temperature distribution can be seen in
reference [14], which shows the mean variation of the temperature lower than 4 %. To provide
optical accessibility and an adiabatic boundary condition on the sidewalls, they were fabricated
using a relatively thick, 6.35 mm acrylic sheet with low thermal conductivity of 0.15 W/mK.
Each heat exchanger of the convection cell was connected to a water bath. While the flowrate of
the pumps of the water baths were set to be the same, the experiments started by circulating the
hot and cold water in the heat exchangers at the same time. It is worth noting that both heat
exchangers were connected to the water baths with the same length of tubing to ensure the

circulation starts at the same time.
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Figure 4-2. (a) Schematic of the convection cell of RBC with boundary conditions. (b) The RBC
flow cell and optical measurement system.

Different fluorescent dyes sensitive to the temperature could be used for conducting
thermometry of in different liquids. Rhodamine B and Rhodamine 110 are the most common
pair of the fluorescent dyes that have been used for thermometry [66]. However, due to the low
temperature sensitivity of this pair of dyes which is around 2 %/°C there are new studies
investigating different dyes to enhance the temperature sensitivity [66]. The main key in
enhancing the temperature sensitivity in a ratiometric approach is employing two dyes with
opposite temperature sensitivity [62]. Fluorescein-Rhodamin B, Fluorescein-Kiton red,
Fluorescein-Sulforhodamine 640, Fluorescein-Sulforhodamine 101 are some of the pair of the
dyes used for different applications, yet all to enhance the temperature sensitivity of the
ratiometric approach [61], [62], [67], [68]. Among these pairs it is found that Fluorescein-
Kiton red could provide the highest temperature sensitivity. Furthermore, the solubility of these
two dyes in water make them a perfect fluorescent dyes to perform two-colour two-dye PLIF

78



for the current work in which water is used as the working fluid. Hence, in this work this pair

of fluorescent dye has been used for thermometry of the RBC flow.

The calibration graph of the Fluorescein and Kiton red and along to the ratiometric
calibration graph is shown in Figure 4-3(a) and (b), respectively. From individual temperature
calibration in Figure 4-3(a), it can be seen that the temperature sensitivity of the Fluorescein is
equal to +1.3 %/°C and the temperature sensitivity of Kiton red is equal to —1.9 %/°C. The
overall ratiometric temperature sensitivity for the temperature in the range of is also equal to
~7.3 %/°C. One main concern regarding performing PLIF for a long time which is the purpose
of this work, is the photo-bleaching effect. The temperature calibration was performed during
~2 hr which is almost 3 times longer than the experiments reported in the current work with
the same laser and intensity. Yet, any change in the temperature sensitivity of the fluorescent

dyes was not observed.
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Figure 4-3. (a) Normalized calibration of the Fluorescein and Kiton red each fitted with a linear
function. (b) The ratiometric calibration graph of the ratiometric Fluorescein-Kiton red fitted with an
exponential function.

The experimental setup made and integrated for this work including the RBC convection

cell and the optical measurement apparatus can be seen in Figure 4-2(b). The schematic of the
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optical measurement system used to apply PLIF is illustrated in Figure 4-4. As can be seen in
Figure 4-2(b) and Figure 4-4, a scanning mirrors were used (SM in Figure 4-4), for generating
a highly uniform intensity laser sheet. For the experiments, a two-dye two-colour PLIF
technique were employed which required two cameras (Flare 12M125, 10 Industries Inc.) and
a set of optical filters. The fluorescent dyes used in this work were Fluorescein and Kiton red.
A notch filter (#86-130, Edmund Optics Inc.) with a central wavelength (CWL) of 532 nm and
full width at half maximum (FWHM) of 17 nm along with a band pass filter (#86-992, Edmund
Optics Inc.) with a central wavelength (CWL) of 525 nm and FWHM of 50 nm were used to
collect the signal of Fluorescein dye signal. These two filters are depicted in Figure 4-4 as F1
for bandpass and F2 for notch filter. To collect the signal from the Kiton red dye a band pass
filter (#84-118, Edmund Optics Inc.) with CWL of 607 nm and FWHM of 36 nm were
employed which is indicated as F3 in Figure 4-4. A 532 nm Continuous-wave (CW) laser with
the beam thickness equal to 120 um within the full width at half maximum (FWHM) criterion
was used to excite the fluorescent dyes. A dichroic mirror, DM, were employed to separate the
low frequency and high frequency signal of the emitted light from the fluid flow and send each
signal to a specific camera. Furthermore, two double convex lenses, L1 and L2 in Figure 4-2(b)
were used to control the thickness of the laser beam. Another double convex lens, L3 was also
used to collimate the laser sheet. The processing of the fluorescent signals was done using
commercial software (Davis 10.0.5, LaVision GmbH) to apply PLIF for thermometry. More
details on the processing scheme and calibration process of the applied PLIF can be found in

reference [14].
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Figure 4-4. Schematic of the optical measurement system used for applying two-colour PLIF.

Using the working fluid of water, experiments were conducted in three different temperature
conditions with a high temperature difference in the range of 30 °C < AT < 40 °C, between the
top and bottom boundaries. This led to three different cases with the details shown in Table 4-1.
For the NOB condition with a high temperature difference, it is difficult to define a constant
Rayleigh number and Prandtl number due to the high temperature variation of the flow field. In
OB condition the average temperature, T = (Ty + T;)/2 is used as a reference to define
dimensionless numbers. For the NOB, using the same definition could be misleading since the
fluid properties can change significantly. In Table 4-1, the Rayleigh and Prandtl numbers variation
due to the temperature dependency of the fluid properties such as kinematic viscosity, thermal
expansion coefficient, and thermal diffusivity is shown. For the three studied cases, here in this
table, Ra and Pr are referred to the Rayleigh and Prandtl numbers based on the mean temperature,
T while (")iax and ()1, are denoting the ratio of the parameters at respectively, the highest, Ty,

and lowest, T, temperatures with respect to the value of that parameter at the mean temperature,
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T, e.9., Rajyg, = Ra(T = Ty)/Ra(T = T). Figure 4-5(a) and (b) also show the variation of the
Rayleigh and Prandtl numbers corresponding to the Ty, T¢, and T. From this figure, it can be seen
that the Rayleigh number in the case of Ra3, has the highest deviation since it has the highest
temperature difference (see Table 4-1). For this case, the Rayleigh number at T, increases
comparing to the Rayleigh number at T, by two orders of magnitude from 3.6 x 10° to 2.2 x 108
which is significant considering the physics of the RBC at these two regimes. For the Prandtl
number of the same case, Ra3, it can be seen that it decreases from 11.111 to 4.667 by moving

from T, to Ty with a high deviation comparing to its value at the mean temperature, T.

Table 4-1. Properties of the three different examined RBC cases.

Case Ral Ra?2 Ra3
Ty (°C) 35 40 45
Tc(°C) 5 5 5

Ra 5.3 x 107 7.6 x 107 9.5 x 107
Rag,ax 1.678 2.384 2.363
Ra,,;, 0.051 0.041 0.038

Pr 6.993 6.250 6.164

Prmax 4.667 0.636 0.636
Pr} . 11.111 1.778 1.802

tr(AT) (s) 0.91 0.79 0.71

One of the important characteristics of the turbulent RBC is the temporal variation of the
flow states. Hence, the time in which the flow is investigated has a crucial role in revealing the
physics of this phenomena. However, capturing the whole field properties during the long-time
experiments by optical measurement techniques or numerical simulations by DNS can be
challenging due to the massive amount of data. In this work, experiments were conducted for
each case during 2,400 seconds from the start of the convection with the data acquisition

frequency of 25 Hz. As a result, a total amount of 360,000 images were captured and processed
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to visualize the temperature field and its temporal evolution. The free-falling time, t; =

h/m in which each case was investigated can be seen in Figure 4-5(c). Deviation of the
free-falling time, t, within these temperature differences is significant for all the cases. Hence,
in this chapter the real time instead of the dimensionless time were used when temporal unit
matters. The free-fall time according to the mean temperature, AT = (Ty + T;)/2 is also

highlighted in Table 4-1 for the reference.

Te T Ty
——oe- --- o-- -
» x 107 1 . | y
I ;_) Qoo = (]
10 | i [
20 | , , L o
40’" - Q
15 8 1 ]
Pr O tr2
Ra . o o | 7
10 - o
° ° 4 o 0 1 Q-
5 L °© e S 9
2 . J 0
0 SR S — a Ral Ra2 Ra3
Ral Ra2 Ra3 Ral Ra2 Ra3
(@) (b) ©)

Figure 4-5. Variation of the (a) Rayleigh number, Ra, (b) Prandtl number, Pr, and (c) falling time,
t; within the three examined cases; Ral, Ra2, and Ra3. This has been plotted for the parameters at the
maximum temperature, Ty, minimum temperature, T,, and the mean temperature, T.

While it is known that a high temperature difference between the hot and cold boundaries can
lead to NOB conditions, it is crucial to define a criterion to identify the NOB condition from OB
one. Gray and Giorgini [69] derived a new method to validate the OB approximation for both air
and water. The diagram in Figure 4-6 is plotted after Horn and Shishkina [49] and used the method
of Gray and Giorgini [69] and shows the valid range for OB RBC flow with a working fluid of
water. The rectangular points in diagram of Figure 4-6 show the three cases of the experiment

highlighting the NOB condition. As can be seen in Figure 4-6, with the length scale of the
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enclosure used for the experiments of the current work of h =50 mm and the temperature
differences of AT = 30 °C, 35 °C, and 40 °C the condition of the current RBC flow is well beyond

the OB approximation.
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Figure 4-6. Height to temperature difference diagram indicating the validity range for OB
assumption after Horn and Shishkina [49]. The red and blue colours indicate valid OB and NOB
regions, respectively. The triangles are showing the three different cases that have been
investigated in this chapter.

4.3 Results and Discussion

A temperature map associated to the start of convection showing the rise and fall of the hot
and cold thermal plumes is depicted in Figure 4-7. The parameters are non-dimensionalized as
T* = (T —T)/AT, x* = x/w, and y* = y/w. At first glance, there are two important features
which distinguish the formation of the thermal plumes with the conventional knowledge of RBC
flow. First, for all three cases, it can be seen that only one thermal plume is formed for both top
and bottom boundaries. Secondly, all the thermal plumes have a conical shape with a sharp tip.
However, the typical shape of a thermal plume is a mushroom shape with a wide tip reported

earlier in many studies [28]. One may raise the point that this could be due to the low temperature
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sensitivity of the experimental method. However, the typical mushroom shape of the thermal

plumes has been previously visualized and reported using the same experimental approach [14].
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Figure 4-7. Instantaneous temperature map of RBC at the beginning of the convection at t = 8 s for (a)
Ral, (b) Ra2, (c) Ra3. The aspect ratio of the temperature field has been adjusted for a better
visualization.

To have a better understanding of the temperature profile of the formed thermal plumes the
variation of the temperature along the x-axis at two vertical locations of y* = 0.125 and y* =
0.875 is plotted in Figure 4-8. The temperature profile close to the cold boundary, y* = 0.875 is
almost consistent for all three cases since the temperature of the top boundary for all the cases is
set to the same temperature of, T, = 5 °C. However, it can be seen in Figure 4-8(b) that by moving

from Ral to Ra3 and increasing the temperature of the hot boundary, the peak of the temperature
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increases. For all cases and temperature, the profile shows a single peak which confirms the
formation of a single thermal plume from both hot and cold boundaries. It is important to note here
that in Figure 4-8, the temperature is non-dimensionalized as T* = T — T /AT is based on the

maximum, Ty = 45 °C and minimum, T, = 5 °C temperatures.
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y* =0.125
Ra3  ----Ra2  —--— Ral
0 ; 0.5
T'_0.25[ >, g T 0.25

-0.5 0 0.5

(a) (b)

Figure 4-8. Temperature variation along the x-axis at two vertical location of (a) y* = 0.875 and
(b) y* =0.125 lines for the three cases of Ral, Ra2, and Ra3. Temperature is non-
dimensionalized as T* = T — T /AT is based on the maximum, T, = 45 °C and minimum, T, =

5 °C temperatures.

In this experimental investigation of RBC with a low aspect ratio, the primary objective was
to explore the impact of slenderness of the convection cell on the evolution of the temperature
distribution over an extended period of 2400 s, which exceeds the typical duration found in
existing literature, particularly in the context of NOB flows [58]. As is shown in Figure 4-9, the
evolution of the horizontally mean temperature at the bottom, (T*),+ ,+~, at the top, (T™), y+~1,
and the spatial mean temperature, (T*),-,~ is plotted for the three different cases of Ral, Ra2,
and Ra3 each representing varying levels of temperature within the convection cell. Here,
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temperature is non-dimensionalized as T* = T — T /AT based on the maximum, T, and minimum,
T, temperature of each case, Ral to Ra3. As a result, the mean temperature, T = T of each case
isat T* = 0. The near wall temperatures are also measured at y* = 0.975 for the cold wall and

y* = 0.025 for the hot wall which is represented as y* = 1 and y* =~ 0, respectively.

From Figure 4-9, it can be observed that for all the cases the convection starts by a rise and
fall of the temperature in vicinity of the bottom, y* =~ 0 and top, y* = 1 boundaries, respectively.
This is due to the formation of the primary plumes as discussed in Figure 4-7 and Figure 4-8. For
Ra1l, the mean temperature decreases below the mean value, (T*),+,+ = 0, while for the two other
cases, Ra2 and Ra3, mean temperature develops to the mean value (T*),-,~ =~ 0. For Ral, all
three temperature, (T*)y+ y*~0, {T")x* y*~1, @nd (T ")+~ indicates a steady state after ~2000 s.
For two other Rayleigh numbers, i.e. Ra2 and Ra3, it can be seen that temperature does not reach
a steady state and it is unsteady even during 2400 s of the experiment. This unsteadiness is more
significant for higher temperature difference case of Ra3. This unsteadiness of the temperature
and flow field can also be observed in the result of the DNS of OB RBC of a low aspect ratio, I' =
0.08 enclosures in which for a very high Rayleigh number of Ra = 7 x 10? the flow did not reach

to steady state even after 3200 s [43].

It is worth noting that as can be seen in Figure 7(b), at the beginning the near hot and cold
walls temperature increases and decreases, respectively. During this time interval the spatial mean
temperature increases as well. However, at about t = 5 s, the spatial mean temperature increases
even more than the temperature near the hot wall. The increase in the spatial temperature is due to
the significant effect of the primary thermal plume and increase in the temperature of the whole

domain. While after a while the temperature of the near hot wall decreases due to the detachment
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of the primary hot thermal plume, the spatial mean temperature is higher than the temperature near
the wall due to the high energy of the thermal plumes dominating the temperature of the whole
field. This also can be seen occurring significantly after t = 2000 s, in which a very harmonic
temperature of the near hot wall can be observed which is an evidence of thermal plume
detachment and decrease in the temperature of the near wall, while due to the generation of the

thermal plumes the average temperature of the whole field is increasing.
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Figure 4-9. Temporal evolution of the temperature for (a) Ral, (b) Ra2, (c) Ra3. Plots show

the horizontal mean temperature at the bottom boundary, (T*),+ , +~o, top boundary, (T*) .+ ;,*~1,

and the spatial mean temperature, (T ")+ ,,+.
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While Figure 4-9, provides information about the temperatures’ temporal evolution near the
thermal boundaries and the whole field mean temperature, to examine the temperature organization
in the flow field, spatial analysis of the temperature field from the start of the convection
developing to 2400 s is necessary. The spatio-temporal map of the temperature along the y-axis
and x-axis is shown in Figure 4-10 for Ral. For each time instance, the map in Figure 4-10(a)
represents the temporal evolution of the horizontal mean temperature, (T*), along the vertical
direction, y*. For each time instance, the map in Figure 4-10(b) represents the temporal evolution
of the vertical mean temperature, (T*),, along the width of the convection cell, x*. Similar maps
for Ra2 and Ra3 are shown in Figure 4-11 and Error! Reference source not found., respectively.
Similar to Figure 4-9, the evolution of the temperature can be seen in these figures. At the very
beginning of the convection, the rise and fall of the thermal plumes along the high temperature
variation can be observed. Later, with the development of the flow, it can be seen that for Ra1l the
mean temperature decreases which can be observed in both the horizontal and vertical temperature
variations in Figure 4-10(a), and (b) respectively. It can be seen that the flow is becoming more
stabilized with lower temperature fluctuations. Investigation of the mean value fluctuation shows
that in this case, Ral, the temperature at the top and bottom boundaries along the spatial mean

temperature achieve a lower variation as can be seen in Figure 4-10(a), and (b) after t = 2000 s.
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Figure 4-10. Spatio-temporal map of the temperature evolution for Ral. (a) Shows the
evolution of temperature in vertical direction, y-axis. (b) Shows the evolution of temperature
along x-axis. For better visualization of the temperature map, the colour bar shows the

dimensionless temperature, T* variation from —0.5 to 0.25.

For Ra2 in Figure 4-11(a), (b), it can be seen that the temperature variation reaches a harmonic

state with a periodic variation of the temperature field at the boundaries along with the mean value.

This can be observed both from the temperature variation along the vertical and horizontal

direction shown in Figure 4-11(a), (b), respectively. In comparison to the Ra1l, it can be seen that

although the temperature field appears to approach a steady state, the mean value is decreasing

constantly during the experiment which also can be seen in Figure 4-9(b). For Ra3, also this

cooling effect can be seen in both the spatio-temporal map of the temperature in Figure 4-12(a),

(b) and also in the temperature evolution of the bottom and top boundaries along the mean

temperature variation in Figure 4-9(c). This cooling is due to sudden heating after the start of the
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convection which leads to an increase in the temperature difference between the top boundary, and
the mean flow. For Ral, the temperature difference between the hot boundary and the mean
temperature is the same as the cold boundary and the mean temperature, Ty — T =T — T, =
15 °C, yet this sudden heating and a long-time cooling can also be observed for this case before
the steady state, since the temperature of the cold boundary is T, = 5 °C and it is in the vicinity of

the minimum density criterion of the working fluid, water.

Observing the spatio-temporal map of the vertical mean temperature, (T*),, for three Rayleigh
numbers, Figure 4-10(b), Figure 4-11(b), and Figure 4-12(b), it is evident that at the very beginning
of the convection, t < 50 s, the temperature of the right hand side of the convection cell i.e. x* >
0 is higher than the mean temperature due to the preliminary development of the thermal plumes.
Then by developing the flow, for Ral after t ~ 450 the whole mean temperature field is lower
than the mean value, (T*),, = 0 which can be seen by the white to blue colour in the temperature
map in Figure 4-10(b). This is the similar cooling effect discussed earlier for vertical variation of
the temperature. Same as Ral, this cooling effect can be observed for Ra2 and Ra3. However,
due to increasing the temperature difference and consequently Rayleigh number, the appearance
and dominance of vertical mean temperature lower than the vertical mean temperature, (T*),, < 0
delays to much more compared to Ral. As a result, for Ra2, Figure 4-11(b), at t = 2400 s, it can
be seen that for x* > 0 the vertical mean temperature is higher than the mean value, (T*), > 0

and for x* < 0, it is lower than the mean value, (T*), < 0.

The oscillation of the temperature field can be also seen in the spatio-temporal maps for all
the three Rayleigh numbers indicated in Figure 4-10, Figure 4-11, and Figure 4-12 in both vertical

and horizontal mean temperature maps, (T~),, and (T~),, respectively. For Ra1, the amplitude of
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these oscillations reduces significantly after t ~ 1500 s which can also be seen in Figure 4-9. For
Ra2, the oscillations have a harmonic appearance, yet as can be seen in Figure 4-11 and Figure
4-9 the mean temperature value is decreasing not reaching to a steady state. This is more evident
for the vertical mean temperature evolution, (T*),, shown in Figure 4-11(b). For Ra3, multiple
states can be seen based on the oscillation of both horizontal and vertical mean temperature
variations. The first state is from the start of the convection, t = 0 s to t = 1460 s identified by
slow fluctuations compared to the second state from t ~ 1460s to t = 1870 s which has a
harmonic oscillation with a symmetrical horizontal mean temperature map (T *),. in which for y* <
0.5 the horizontal mean temperature is lower than the mean value, (T*),, < 0, while for y* > 0.5
the horizontal mean temperature is higher than the mean value, (T*), > 0. During this time
interval, it can be seen that the vertical mean temperature is almost equal to the mean value,
(T*), = 0 along the whole x-axis, —0.5 < x* < 0.5. For the third state, which can be identified
for t > 1870 s, it can be seen that the vertical symmetry is disrupted affecting the temperature
oscillations. The details regarding the temperature oscillations are extended and quantified in the

follow section.
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Figure 4-11. Spatio-temporal map of the temperature evolution for Ra2. (a) Shows the evolution

of temperature in vertical direction, y-axis. (b) Shows the evolution of temperature along x-axis.
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Figure 4-12. Spatio-temporal map of the temperature evolution for Ra3. (a) Shows the evolution

of temperature in vertical direction, y-axis. (b) Shows the evolution of temperature along x-axis.

Understanding the underlying mechanisms behind temperature oscillations in RBC flow has
been a subject of extensive research, with various hypotheses proposed in prior investigations.
Some studies have suggested that these oscillations stem from the periodic and alternating
emission and impingement of thermal plumes [70]. Conversely, other research has proposed an
alternative explanation, emphasizing the role of the formation of sloshing and torsional regimes of
LSC, in which thermal plumes are believed to emerge randomly and continuously [71]. The aspect
ratio of the container and NOB condition can affect the temperature fluctuations. Figure 4-13
shows the variation of the power spectra of the horizontally mean temperature, (T), oscillations
for three different vertical locations of the convection cell, y* = 0,1 and y* = 0.5 for three

Rayleigh numbers, Ral, Ra2, and Ra3. Upon examination of Figure 4-13(a)-(c), it is evident that
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for Ral, the peak frequency of the oscillations for all the three vertical locations is found to be in
the same order. As is shown in Table 4-2, the oscillation frequency for all the vertical locations,
I.e., fy*~0, fy*=0.5, and fy+~4 is varying from 0.022 Hz to 0.028 Hz. Prior experiments measured
the peaks found in the power spectra near the frequency of ~0.028 Hz [71], [72] which is very

close to the range of the prominent peak frequency of Ral regardless of the vertical location.
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Figure 4-13. Power spectra of the horizontal mean temperature, (T), oscillation at three different

vertical locations of bottom, top, and middle, y* = 0,1, y* = of the convection cell for three

different Rayleigh numbers of (a)-(c) Ral, (d)-(f) Ra2, and (g)-(i) Ra3.

97



The results for Ra2 which is shown in Figure 4-13(d)-(f) indicates that the frequency is almost
constant for the three vertical locations. As can be observed from Table 4-2 the frequency
corresponds to the peak of the power spectra for Ra2 varies from 0.021 Hz to 0.024 Hz, which
similar to Ral is in the range of the frequency reported earlier for OB RBC flow. However, by
increasing the temperature difference and moving to Ra3, it can be seen in Figure 4-13(g)-(i) that
the temperature oscillation is quite different compared to the two other Rayleigh numbers, Ral
and Ra?2. The results show that multiple peaks exist within the frequency range of 0.005 Hz to
0.05 Hz, which reveals a more complex and dynamic nature of the flow in Ra3 compared to the
Ral and Ra2. Unlike strictly periodic signals, flow is characterized by complex thermal
fluctuations, resulting in a non-periodic temperature variation. These closely spaced frequency
components represent various dynamic processes and thermal interactions within the system. The
frequency corresponds to the peak of the power spectra for different vertical locations (see Table
4-2 ) for Ra3 varies from 0.005 Hz to 0.006 Hz which indicates slower fluctuations compared to
the two other Rayleigh numbers and the temperature fluctuations of OB RBC. However, in the
wide range of frequency oscillations, the frequency of 0.022 Hz to 0.023 Hz is one of the
prominent values that exist for the two other Rayleigh numbers. For all the three Rayleigh numbers
from Figure 4-13 and Table 4-2 it can be concluded that the frequency of the oscillations for both

hot and cold boundaries are almost the same.
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Table 4-2. Frequency of the horizontally mean temperature oscillation.

Vertical location Ral Ra?2 Ra3
fy*~0 (Hz) 0.023 0.023 0.006
fy=0s (Hz) 0.022 0.021 0.005
fy*~1 (Hz) 0.028 0.024 0.006

P(CTy,iTy,é) (%) 46.8 55.4 52.6
prt,. (%) 413 51.4 44.7

1 Y2
At (s) 21.9 20.4 16.2

Upon examination of Figure 4-13(a)-(c), it is evident that for Ral, the power spectra of
oscillations at the middle of the convection cell, y* = 0.5 is as strong as the power spectra of
oscillations at the bottom, y* = 0. When a hot (cold) plume impinges to the cold (hot) boundary,
it induces a thermal influence close to the boundary layer, affecting the temperature oscillation in
that region. Similarly, when two thermal plumes impinge each other, a similar effect occurs even
with a higher value for the power spectra in comparison to the impingement of the thermal plume
to the boundary due to the aggregated Kkinetic energy of both plumes. This impact of the thermal
plumes can lead to a higher temperature fluctuation compared to the scenario in which thermal
plumes impinge one of the horizontal boundaries. Figure 4-14(a) shows an instantaneous
temperature field of Ral. In this figure, the zoomed view of the center of the convection cell
indicates the boundary between hot and cold flow stream is a region where the impact of the hot

and cold plumes occurs.

For two other Rayleigh numbers, Ra2 and Ra3, the power spectra can be seen in Figure
4-13(d)-(f) and Figure 4-13(g)-(i), respectively. For Ra2, it can be seen that the power spectra of
the bottom and top boundaries, y* ~ 0 and y* = 1 are almost one order of magnitude larger than
the one at the middle of the convection cell, y* = 0.5. An instantaneous temperature field of Ra2

is shown in Figure 4-14(b), it can be seen that the temperature field is different compared to the
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one for Ral shown in Figure 4-14(a) and the cold and hot stream reach each other close to the
thermal boundaries. For Ra3, however, as can be observed in Figure 4-14(c) the instantaneous
temperature field is notably different and complex compared to the two other Rayleigh numbers
inferring the formation of more rolling structures in the flow field compared to Ral and Ra2.
Figure 4-13(g)-(i) shows that the power spectra of the oscillation for all the three vertical locations
are in the same order. However more analysis in the vertical direction is required due to the

complex temperature field containing multiple hot and cold streams.

y/hos y/h o5
0 0
-0.05 0 0.05 -0.05 0 0.05 -0.05 0 0.05
x/h x/h x/h
(a) (b) (c)

Figure 4-14. Instantaneous temperature fields for three different Rayleigh numbers of (a) Ral,
(b) Ra2, and (c) Ra3. The aspect ratio of the temperature field has been adjusted for a better

visualization.
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Reviewing the regions close to the thermal boundaries in Figure 4-14(a)-(c), it can be seen
that the temperature varies horizontally along the x-axis, which infers the possibility of a variable
temperature oscillation in this direction. This could be due to the impact of a thermal plume to a
part of the thermal boundary, detachment of a thermal plume from a thermal boundary, asymmetric

growth of a thermal plume, and the impact of an LSC on the thermal boundary.

Figure 4-15 shows the spatial variation of the peak of the power spectra and correspondent
frequency along the x-axis for three vertical locations of y* = 0, y* = 0.5, and y* = 1 at the three
different Rayleigh numbers of Ral, Ra2, and Ra3. By comparing the overall power spectra
variation of the three Rayleigh numbers in Figure 4-15(a)-(c) it can be seen that by increasing the
temperature difference between the hot and cold plates the temperature oscillation increases almost
by an order of magnitude. Analyzing Figure 4-15(a), it becomes evident that the temperature
oscillation's maximum power spectra of Ral occurs on the left-hand side of the convection cell,
and this power gradually diminishes as one moves towards the right side of the convection cell.
This trend holds true for all three vertical locations of bottom, top, and middle of the convection
cell. The fact that temperature oscillations are more pronounced on the left side indicates that this
is where thermal plumes are more actively interacting with the thermal boundaries or plumes with
a different temperature, i.e., cold plume with hot plume. Conversely, on the right side of the
convection cell, where the temperature oscillations are weaker, it suggests that thermal plumes are
impinging or interacting less with the boundary (cold plate). This could be due to a decrease in the
upward motion of fluid in that region or a weaker interaction between the plumes and the cold

plate.

From Figure 4-15(a) a jJump in the power spectra can also be observed at the bottom, y* ~ 0,

and middle, y* = 0.5 of the convection cell at around x* = 0.4, in which from Figure 4-14(a) it
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can be seen that this is the horizontal location where the hot and cold stream are in contact with
each other. For Ra2, in Figure 4-15(b), the peak of the power spectrum occurs around the center
of the convection cell, x* = 0.4 where from Figure 4-14(a), it can be seen that it corresponds to
the region where hot and cold streams meet. However, as can be seen in Figure 4-15(c) the power
spectra variation for Ra3 is different when compared to Ral and Ra2 where there are multiple
increases and decreases in the power spectra which is due to the complicated temperature field as
shown in Figure 4-14(c). The variation of the power spectra variation along the x-axis in Figure
4-15(a)-(c) also indicates a lack of small-scale fluctuations. This observation suggests that the
predominant temperature variations within the system are characterized by large-scale spatial
patterns. This outcome is consistent with our initial observations made at the beginning of
convection in Figure 4-7, during which, only the rise and fall of a single thermal plume were

observed.

By examination of the frequency of temperature oscillations corresponding to the peak of the
power spectra for Ral and Ra2, in Figure 4-15(d) and (e), it can be seen that the frequency of
temperature oscillations remains almost consistent along the x-axis, with values ranging from 0.02
Hz to 0.03 Hz, irrespective of the vertical position within the fluid layer. However, for Ra3, the
frequency dropped to approximately 0.006 Hz. These observations are consistent with the results
in Figure 4-13 for mean temperature, (T'),. oscillations. However, at the top boundary of Ra3, the
frequency increased to ~0.02 Hz by moving along the x-axis to x = 0.5, resembling the typical
frequency values observed for Ral and Ra2. These observations suggest the sensitivity of the
NOB RBC system to the temperature difference, particularly at Ra3, where a distinct behavior
was observed, especially at the top boundary, implying alterations in convective patterns and

energy transfer mechanisms.
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Figure 4-15. (a)-(c) Variation of the peak of the power spectra along the x-axis at three different
vertical direction of bottom, top, and middle, y* = 0,1, y* = 0.5 of the convection cell for three
different Rayleigh numbers of (a) Ral, (b) Ra2, and (d) Ra3. (d)-(f) Corresponding frequency
of the peak of the power spectra along the x-axis at the same vertical direction of bottom, top,
and middle, y* = 0,1, y* = 0.5 for (d) Ral, (e) Ra2, and (f) Ra3. In (a)-(c) the y-axis of each
plot is adjusted for better visualization of the variation of frequency of each Rayleigh number.
Figure 4-16 illustrates the variation of the peak of power spectra of the horizontally averaged
temperature, (T'), oscillation along the y-axis, providing an examination of how temperature
oscillations' strength and characteristic frequencies change in the vertical direction within the
system. The result for Ral in Figure 4-16(a) shows multiple peaks from the mid-height, y* =

0.5 of the convection cell to the hot boundary at y* ~ 0. The fact that stronger temperature
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oscillations are observed at the mid-height of the convection cell suggests a level of symmetry in
the convection cell structure. In a typical RBC, there is a symmetric pattern of rising warm fluid
and descending cool fluid. The presence of stronger oscillations at the mid-height indicates that

this region is also an active location for interaction of thermal plumes.

The result for Ra2 in Figure 4-16(b) shows that for this Rayleigh number, the oscillation of
the temperature is stronger close to the boundaries, both hot and cold, while it dissipates along the
vertical direction in the middle of the cell. The fact that the power spectra reaches its maximum
value close to the boundary layers (both hot and cold) indicates that this is where temperature
oscillations are most pronounced. In RBC, the boundary layers are regions where thermal plumes
detach from the plates and rise (in the case of the hot plate) or descend (in the case of the cold
plate). The maxima in the power spectra suggest that these regions play a crucial role in the
generation and amplification of temperature oscillations. The result for Ra3 in Figure 4-16(c)
shows multiple peaks along the y-axis. The observation of low and fluctuating power spectra along
the vertical direction away from the boundary layers implies that the intensity of temperature
oscillations diminishes as the location of interest moves into the interior of the convection cell.
This is consistent with the expected behavior in RBC, where the thermal plumes become less
dominant and the flow becomes less turbulent as one moves away from the boundary layers. The
fluctuations in the power spectra along the vertical direction suggest that there is ongoing
interaction and mixing between rising and descending thermal plumes within the interior of the
convection cell. These fluctuations are linked to the convective rolls and cells that characterize the

flow structure within the convection cell's interior.
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Figure 4-16. Variation of the peak of the power spectra of horizontally mean temperature, (T'),
oscillation along the y-axis for three different Rayleigh numbers of (a) Ral, (c) Ra2, and (e)
Ra3. The y-axis of each plot is adjusted for better visualization of the variation of the power
spectra due to the significant difference of its value in different Rayleigh numbers.

Figure 4-17 shows the variation of the frequency corresponding to the peak of power spectra
of horizontally mean temperature, (T), oscillation along the y-axis. Similar to the horizontal
variation, here it can be seen that for Ral and Ra2, the frequency is in the range of 0.02 Hz to
0.03 Hz with a small increase in the vicinity of both thermal boundaries. However, for Ra3, it can

be seen that the peak close to the bottom boundary is relatively significant with an overall

frequency lower by an order of magnitude in comparison to the Ral and Ra?2.
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Figure 4-17. Variation of the correspondent frequency to the peak of the power spectra of
horizontally mean temperature, (T), oscillation along the y-axis for Rayleigh numbers of Ral,
Ra2, and Ra3.

Temperature oscillations could be attributed to a recurring release of thermal plumes from the
thermal boundary layers. A key feature here is the interplay between hot and cold plumes, i.e., a
process where the detachment of one is triggered by the arrival of the other. This sets in motion a
rhythmic alternation, with hot and cold plumes forming consecutively from the bottom and top
plates. Notably, the timing of these emissions aligns with half of the oscillation period, as described
in [70]. To examine this in this study, the correlation between the temperatures measured in the
vicinity of the thermal boundaries is investigated. This has been investigated from the cross-
correlation function of the temperature in the vicinity of the hot and cold boundaries, T,,: and T,

as:

Cr,. o, @ = [Ty 6+ D) = TITys (O = T/ o7 o, ©)
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In this equation, or.. and o, are representing the corresponding standard deviations of T, and
1 2

T, respectively. Figure 4-18 shows the cross-correlation function of the measured temperatures,

CTy*,Ty* for Ral, Ra2, and Ra3. The auto-correlation is also plotted in this figure as a reference.
1 2

An alternative generation of the thermal plumes can be inferred in the case if a strong negative
cross-correlation is found between the signal of the temperature close to thermal boundaries is
found with a delay time equal to half of the oscillation period. This indicates that the formation of
thermal plume from hot (cold) thermal boundary is triggered by the formation of the plume from

the cold (hot) the thermal boundary [71].

Analysis of the cross-correlation function between temperature fluctuations at the bottom and

top boundaries of the convection cell (the black line in Figure 4-18) reveals a positive correlation,
with peak values, P (CTy* Ty*), detailed in Table 4-2, measuring at 46.8 % for Ral, 55.4 % for
1 2

Ra2, and 52.6% for Ra3, indicating of relatively medium to weak association. Also, these
correlation functions display a lack of sharp, singular peaks, with multiple peaks occurring at
higher delay times in close proximity to the primary correlation peak. Furthermore, the correlation

coefficients, PT T e s which are listed in Table 4-2, reflects a moderate to weak similarity in
1 2

temperature oscillations between the hot and cold boundaries. The delay times, Az, for Ral and
Ra?2, measured at 21.9 s and 20.4 s, respectively which aligns closely with the half oscillation
period of ~20 s. This suggests a periodic and alternate emission pattern of thermal plumes, in
harmony with the fundamental characteristics of RBC flow [70]. However, since the cross-
correlation is positive, it can be inferred that the thermal plume from one thermal boundary (hot
or cold) is not triggered by the emission of the thermal plume from the other thermal boundary.

This positive cross-correlation with the half of the oscillation period actually demonstrates the
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direct effect of the one thermal plume (hot or cold) in increasing/decreasing of the thermal
boundary layer where it impinges. This can be due to the high energy of the thermal plumes since
the temperature difference is high compared to OB RBC and thermal plumes are single-large scale
compared to the conventional aspect ratio enclosures. For Ra3, the delay time is notably different,
16.2 s, equivalent to ~16% of the corresponding temperature oscillation period. This variance
from the half oscillation period implies a departure from the typical alternate and formation of
thermal plumes, indicating a shift in the underlying dynamics of the convection system at higher
Rayleigh numbers which is consistent with the experimental observation and temperature field

discussed in Figure 4-14(c).
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Figure 4-18. Temperature cross-correlation between the horizontally mean temperatures, (T),

between hot and cold boundaries and their auto-correlations for three different Rayleigh numbers

of (@) Ral, (b) Ra2, and (c) Ra3. The black line is indicating the cross-correlation function

between the temperature of the hot and cold boundary, red and blue lines are showing the auto-

correlations just for comparison the auto-correlation function with the cross-correlation function.
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Within the Oberbeck-Boussinesq condition, a normal distribution is anticipated for the
probability density function of the temperature distribution due to the vertical symmetry between
the hot and cold boundaries [73]. However, it is known that this temperature distribution deviates
due to the NOB effect (Sugiyama et al., 2009). Hence it is interesting to see how does slendering
the enclosure influence this asymmetry in the temperature distribution of NOB RBC. For this
purpose, the probability density function (PDF) of the dimensionless temperature, (T — uy)/or
over both time and space is computed and shown in Figure 4-19 for three different Rayleigh
numbers of Ral, Ra2, and Ra3. Here, ur represents the spatial-temporal mean of the temperature,

(T)y,y,c and o7 is showing its standard deviation.

0.16 T T T T T 0.04 T T T T T 0.06

012 . k| 0.03 |

0.04 -

[
o 008F
oy

PDF
3
PDF

0.04

% : =) 0.02F g
: 1 001} 4 1 5§
0 —. J ‘ ) M j . k

y 0 0
60 -40 20 0 20 40 60 60 40 20 0 20 40 60 60 <40 200 0 20 40 60

(T = ur)/or (T — ur)/or (T —ur)/or

(a) (b) (©)
Figure 4-19. Probability Density Functions (PDF) of the normalized temperature distributions

for different Rayleigh numbers of (a) Ral, (b) Ra2, (c) Ra3.
For Ral, the PDF exhibits a noticeable leftward skew with a bimodal distribution, indicating
a propensity for temperatures to be lower than the mean temperature. However, for Ra2 and Ra3,
there is a marginal rightward skew, suggesting temperatures that are slightly higher than the mean
temperature. The skewness observed in this study, which deviates from the expected normal

distribution, is more pronounced than what has been reported in prior numerical investigations

[74]. This heightened skewness may be attributed to the unique conditions of the convection cell,
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particularly its high aspect ratio. The work of Hartmann et al. [38] can support the effect of
lowering the aspect ratio on asymmetry of the temperature distribution. Their result of DNS within
OB approximation showed that significant decrease in the aspect ratio of the convection cell such
as I' = 0.1 which is similar to current work leads to asymmetry in the vertical temperature profile.
Hence, the high asymmetry in the temperature distribution in comparison to the NOB RBC in unit

aspect ratios could be attributed to the influence of the aspect ratio.

The plot in Figure 4-20 depict skewness, Sy = (T"),,./(T"*)¥/?, and flatness, Fp =

(T’4)x,y,t/(T’2)§,y,t of temperature fluctuations as a function of Rayleigh numbers. This highlights

the system's response to changing thermal conditions quantitively where T’ denotes the deviation
from mean, i.e., T' = T — ur. As the Rayleigh number increases, indicating a more substantial
temperature difference within the system, the skewness, S, and flatness, F;s increases and
decreases, respectively. Firstly, skewness, representing the asymmetry in the temperature
distribution, rises with increasing Rayleigh numbers. This indicates a growing propensity for the
distribution to deviate from normality, shifting towards higher-temperature anomalies. Secondly,
flatness, which measures the sharpness of the distribution's peak, decreases as Rayleigh numbers
increase. This reduction in flatness signifies a broader spread of temperature values, suggesting an
increased likelihood of extreme temperature fluctuations. These trends collectively reflect the
system's heightened sensitivity to temperature gradients as Rayleigh numbers increase, resulting

in temperature fluctuations that are both skewed and broader in range.
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Figure 4-20. Plot of the temperature skewness, S+ and flatness, F,» versus Rayleigh number.

In RBC flow, the temperature distribution is symmetrical with respect to the center of the
convection cell, hence the temperature at the center of the convection cell is equal to the mean
temperature of the top and bottom boundaries. However, In NOB RBC, while the temperature
distribution is asymmetric, there is a linear relation between the temperature of the center with the
temperature difference, AT [46]. Variation of the mean temperature, (Ty + T¢)/2 and the half of
the temperature difference, AT /2 for the three Rayleigh numbers of Ral, Ra2, and Ra3 is plotted
in Figure 4-21 to examine the effect of the slendering the enclosure in NOB RBC on the centroid
temperature of the convection cell. The temporal mean value of the temperature at the center of
the convection cell, is compared with the mean temperature and half of the temperature difference
in Figure 4-21. As can be seen in Figure 4-21, although there is a direct relation between the
temperature difference, it is not linear and increases significantly by moving from Ra2 to Ra3.
While for Ral and Ra2 the value of the temperature is close to half of the temperature difference
as it approaches the mean temperature for Ra3. This observation of the temperature of the center

of the convection cell is consistent with the PDF of the temperature distribution discussed earlier.
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Figure 4-21. Variation of the center temperature for three cases of Ral, Ra2, and Ra3. Error

bar shows the standard deviation of temporal deviation.

Thermal dissipation rate, e has a crucial role in heat transport processes explaining the
thermal energy dissipation due to the effect of the fluid thermal diffusivity [75]. In a system such
as RBC, it describes the global heat transport in the convection cell where the Nusselt number can
be defined as Nu = erh?/kAT?. The probability density function of the logarithmic normalized
thermal dissipation for the three examined cases are shown in Figure 4-22, where the thermal
dissipation rate is calculated as e = x X.(0T/dy)?. In Figure 4-22, p,. represents the temporal
mean of the thermal dissipation rate and o, is its standard deviation. Kolmogorov proposed the
log-normal thermal energy dissipation rate [76], [77] while previous works clearly identify a non-
log-normal distribution of the thermal dissipation rate with an extended tail to the left-hand side
[76]. Here in Figure 4-22, similar behavior can be observed, with a sharper extended tail to the

left-hand side of the distribution.
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4.4 Conclusion

The effect of lateral confinement of a convection cell along with the non-Oberbeck-
Boussinesq condition (NOB) due to the high temperature difference of AT = 30 °C to 40 °C was
investigated in an RBC flow. The temperature field was visualized and measured by applying time-
resolved two-colour two-dye planar laser-induced fluorescence during 2400 s of the experiment
from the start of convection and for three Rayleigh numbers of Ra = 5.3 x 107,7.6 x 107, and
9.5 x 107. Rayleigh numbers were increased by increasing the temperature difference while the
Prandtl number was Pr ~ 6. Visualization of the temperature field at the start of the convection
showed that instead of multiple thermal plumes only a single plume is formed from both hot and
cold boundaries. This was also inferred from the temperature oscillations close to the hot and cold
boundaries during the development of the temperature field. It was also observed that the shape of
the thermal plumes (both hot and cold) is not a common mushroom shape. Instead, they have a
conical shape missing the top head. The shape and number of the thermal plumes were the same
for all three Rayleigh numbers while increasing the temperature of the hot boundary in higher

Rayleigh numbers led to the formation of a hot thermal plume with a higher temperature profile.

Examination of the development of the temperature in the vicinity of the thermal boundaries
and whole field mean temperature showed that lateral confinement does not suppress the
oscillations of the temperature. This was also evident by observing the spatio-temporal map of the
evolution of the temperature field. It was also found that the amplitude of the oscillations generally
increased by increasing the temperature difference between the top and bottom boundaries and
moving to higher Rayleigh numbers since the hot thermal plumes have higher energy due to their
higher temperature. By investigating the oscillation of the temperature field, it was found that the

temperature oscillations are not strictly harmonic due to the wide range of frequencies in the
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vicinity of f = 0.02 Hz in which it became wider by increasing the temperature difference and
moving to Ra = 9.5 x 107. Investigation of the vertical variation of the power spectra of the
oscillations showed that by increasing the temperature difference and consequently Rayleigh
number, multiple rolling structures exist in the flow field along with a more complicated
temperature field. The result of the temperature distribution and thermal dissipation revealed that
slendering the enclosure does not suppress the vertical asymmetry of the temperature distribution
known on NOB RBC, but it leads to an increase in the asymmetry of the temperature distribution.
The probability density function of temperature distribution also showed a bimodal behavior in
contrast to the Gaussian distribution of the temperature field in OB RBC. It was also found that
the distribution of the thermal dissipation deviates from the log-normal thermal energy dissipation

rate proposed by Kolmogorov.
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Chapter 5: 2D vs 3D measurement of the temperature field and heat

transfer in confined Rayleigh-Bénard convection

The time-resolved 3D temperature field of an
RBC flow within a laterally confined
convection cell is visualized and measured in
this chapter. A high temperature sensitivity
two-colour two-dye LIF system was
developed along with a scanning system to
apply 4D LIF for temperature measurement.
The time-resolved 2D heat transfer
coefficient is also estimated and compared
with the one at the center of the convection

cell.”
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5.1 Introduction

Buoyancy-driven flow in an enclosure heated from below and cooled from above is known as
Rayleigh-Bénard convection (RBC) [1]. Controlling parameters of RBC are defined as Rayleigh
number, Ra = agATh3 /vk, Prandtl number, Pr = v/k, and aspect ratio of the enclosure, I' =
w/h, where « is the thermal expansion coefficient, w and h are the width and height of the
convection cell respectively, g is gravitational acceleration, v is kinematic viscosity, k is thermal
diffusivity of the fluid, and AT = Ty — T is the temperature difference between the hot, Ty, and
cold, T¢, horizontal boundaries [2]. By exceeding the Rayleigh number from a critical value,
convection initiates by the rise and fall of thermal plumes [3]. After this, development of the
turbulent flow leads to the formation of unsteady circulation structures [4]. It is known that these

circulating structures are driven by the formation of the thermal plumes [1].

RBC has been a focus of interest due to its many applications in engineering, studying the
physics of the atmosphere, and in studying bifurcation and chaos [1]. Cubical and cylindrical
enclosures are the most conventional shapes that have been used for studying RBC [2]. Among
these two enclosures, both unit aspect ratio and high aspect ratio cells have been studied
extensively [2]. However, recent investigations have found that the physics of heat and flow is
quite different in lateral confined enclosures (low aspect ratio/vertically slender) [5]. Most of these
studies are however, numerical works and are based on relevant experimental works that are
limited to measurements of flow properties such as velocity and temperature at a limited number
of points [6]. Although these experimental studies were insightful, whole field time-resolved
measurements of flow properties are required to provide supporting evidence for the numerical

studies.
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The heat flux which is transferred by convection is defined as Q = h.A(T,, — T, ) in which
h. is the convection coefficient, A is the area of the solid boundary which is in contact with the
fluid flow, T,, and Tare the temperature of the solid boundary and fluid flow, respectively [7].
To measure the heat transfer and calculate the dimensionless heat transfer coefficient, Nusselt
number, which is defined as Nu = h.l/k, where [ is the characteristics length, measuring the
temperature is necessary. Generally, in experimental works this is done by measuring the temporal
variation of the temperature of the certain points of the domain, then the spatial averaged heat
transfer can be calculated based on the number and distribution of the temperature sensors
(thermocouple or thermistor) [7]. In RBC, similar procedure is usually taken to calculate the

Nusselt number both for hot and cold boundaries [7].

To characterize and quantify the heat transport of RBC, two different theories have been
proposed and investigated since 1954 [8]. The classical theory claims that the dimensionless heat
transfer coefficient, the Nusselt number, Nu, of this system is only a function of Rayleigh number
as Nu~Ra'/3 [9], [10], [11]. However, the ultimate theory declares that heat transport of this
system is also a function of the Prandtl number as Nu~Pr'/?Ra'/? [11], [12], [13]. Many
investigations have been untaken to unravel the physics of the heat transfer of an RBC and to

explode the potential fit of either theory [14].

In experimental works on RBC, it can be seen that the measurement of flow properties such
as temperature is usually limited to certain points in the domain [6]. Although whole field
measurement of the temperature field was always a focus of interest [15], recently it can be seen
that there are more attempts to apply whole field measurement techniques to measure the flow

properties of the RBC [16], [17]. Theoretically, to calculate the Nusselt number solving the
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governing equations of the flow field is required [7]. In RBC by using the Oberbeck-Boussinesq

approximation the Navier-Stokes equation is described as:

du+u-Vu+ VP =vV?u + agTé, (6)

in which u is the velocity of the fluid flow, P is the pressure, and é,, is the unit vector in vertical

direction. The energy and continuity equations also can are defined as:

0,T +u-VT = kV?T 7
V-u=20 8

As a result, in numerical studies of RBC, the calculation of the Nusselt number can be
determined since the solution of above governing equations results in the calculation of the
required velocity and temperature fields [7] In experimental studies, however, calculation of
average Nusselt number is more usual due to the limited number of certain points on the boundary
of the fluid domain due to the difficulties in the measurement of the velocity and temperature of

the full spatial and temporal domain [6].

Other than heat transfer, knowledge of the temperature field and its evolution and dynamics
of the evolving thermal plumes has also been a focus [8]. An example of this is the application
RBC in the design of a new DNA polymerase chain reaction (PCR) which operates based on the
circulation of flow in an enclosure with different temperature zones [18]. It is known that in
confined RBC (confined only in one direction), 2D measurement and simulation can be used to
capture the true physics [19]. However, the knowledge of the whole field in lateral confined RBC

is necessary since generally the variation in the 3™ dimension is significant [5]. These points
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highlight the necessity to understand the time-resolve 3D data of the temperature of the whole

domain of RBC to have a coherent understanding of the physics of this thermo-fluid system.

There are different techniques to measure the fluid temperature within an RBC such as
thermocouples, liquid crystal [20], phosphorescent [21], and fluorescent thermography [22].
Planar laser-induced fluorescence (PLIF) is a non-intrusive fluorescent thermography technique
that can be applied for temperature measurement of liquid or gaseous flow fields [23]. To increase
the temperature sensitivity and reduce the effect of uncertainty sources such as the laser power
fluctuation and local density gradient, two-colour PLIF has been developed [15]. Rhodamine B
and Rhodamine 110 are a common pair of fluorescent dyes for two-colour PLIF in aqueous flow
[24], [25]. However, due to the low temperature sensitivity of this pair of fluorescent dyes, there
are several studies attempted to enhance the temperature sensitivity either by finding a new pair of

fluorescent dyes or by changing the wavelength of the excitant source [26], [27], [28].

The experimental methodology for applying scanning 4D two-colour LIF on a laterally
confined RBC is investigated in this chapter. The challenges and the solutions for achieving a
relatively high temperature sensitivity is discussed. The evolution of the 3D temperature field from
the onset of convection, t = 0 sto t = 200 s is captured using this method. From the temperature
distribution near the horizontal boundaries, the whole field Nusselt number and its evolution is
calculated for both hot and cold boundaries of RBC during the whole 200 seconds of the
experiment. Results from the whole field measurement is also compared to the planar results to
specify the role of 3" dimension in characterizing the physics of temperature distribution and heat

transfer of the present RBC.

129



5.2 Two-colour PLIF

PLIF thermometry works based on the fluorescence light of some fluorescent materials [29].
Electrons of fluorescent molecules can be excited and move to a higher energy state by absorbing
photons from a light course [29]. When this electron returns to the ground state, the fluorescence
process occurs with the emission of a photon of light at a specific wavelength [29]. Usually the

emitted signal of a fluorescent material has a longer wavelength than the excitant light [29].

The fluorescent intensity can be expressed as:

Iy = IKeLCP (9)

where K is a parameter representing the detection collection efficiency, depends mainly on optical
apparatuses specification, I, is the incident laser intensity, C is the concentration of the fluorescent
dye, € is the absorption coefficient, L is the sampling length along the incident beam/sheet, and @
is the photoluminescence quantum efficiency. For some molecules, the quantum efficiency @ is
temperature dependent. Based on that, by collecting the emitted signal of the fluorescent dye the

temperature field can be quantified in a liquid/gas flow.

For one-colour PLIF, the emission from a single fluorescent dye, over a single spectral band
can be used to measure the temperature field [30]. In this scenario, spatial and temporal variations
of the laser intensity can affect the emitted signal of the fluorescent dye [15]. A good example of
this is the formation of thermal plumes which is one of the characteristics of RBC [23]. Formation
of thermal plumes in RBC leads to formation of different regions with variable temperature and
concentration which influences the refractive index distribution of the whole field [23]. As an

example, Figure 5-1 shows the calibrated fluorescence signal (one-colour) during the formation of
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hot plumes from a hot surface, excited by a laser sheet. As can be seen in this figure, the region at
the top of the thermal plumes is quite smooth. But looking to the region filled with thermal plumes,
some horizontal streaks can be observed which are due to beam steering as a results of refractive

index variation in the flow field caused by the variation of the density of fluid by thermal plumes.

T (°C)

Figure 5-1. Signal of a temperature sensitive fluorescent dye (one-colour) showing the rise of
the thermal plumes in an enclosure heated from below. Colour bar indicates the temperature

range after applying the temperature calibration.

A common method to eliminate the effect of laser intensity variations is to use a ratiometric
approach [31]. Applying a two colour two dye approach is the most common method to apply

ratiometric PLIF. Using this approach, the temperature field will be calculated based on:

I;(D1) _ IpKe(D1)LC(D1)P(D1)
I,(D2) ~ I,Ke(D2)LC(D2)®(D2) (10)

where D1 and D2 are representing the fluorescent signals of the first and second dyes. Assuming
that same laser light with the same optical apparatus are used to collect the signal of both

fluorescent dyes. Hence the temperature can be obtained considering fixed concentrations of a
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mixture of two fluorescent dyes, C(D1) and C(D2) the fluorescence intensity ratio R of the two

dyes where R = I(D1)/1:(D2) can be defined as R = AF(T) [27]. In this definition, A is a

constant representing the optical properties of the experimental setup, and F(T) represents the
overall temperature response function that is connected to the temperature dependence of the
absorption coefficients, e(D1) and €(D2) and the quantum efficiencies of the two dyes, ®(D1)

and ®(D?2).

Rhodamine B (RhB) is a popular fluorescent dye that has been used for thermometry by one-
colour PLIF [25]. The maximum temperature sensitivity that has been reported for this dye is
around —2 % /°C (Sakakibara et al. 1993). To apply two-colour two dye PLIF, Rhodamine 110 is
the fluorescent dye that is commonly used with RhB [25]. Since this fluorescent dye is non-
sensitive to temperature the overall temperature sensitivity of this pair of fluorescent dye stays the
same as the one-colour RhB [15]. Table 5-1 shows studies that used this pair of fluorescent dyes
to apply two-colour PLIF for thermometry. As can be seen, considering the different range of
temperature and the wavelength of the laser, the maximum temperature sensitivity that has been

obtained is similar to the one-colour PLIF reported by [15].

There have been several attempts to enhance the temperature sensitivity by finding new
temperature sensitive fluorescent dyes, pairing different dyes, and changing the experimental
conditions to apply two-colour PLIF [33]. The highest temperature sensitivity that has been found
was reported by pairing Fluorescein, with positive temperature sensitivity, with Kiton red (Kr) and
RhB, both with negative temperature sensitivity (see Table 5-1). Comparing the RhB with K,
based on what has been reported by Sutton et al. (2008), Kr-FI 27 has a higher temperature

sensitivity than RhB-FI 27. It is worth noting that there are two different types of Fluorescein dye
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have been applied for thermometry, Sodium Fluorescein (FI) and Fluorescein 27 (FI 27) with

slightly different properties and temperature sensitivities [28].

Table 5-1. Fluorescent dye pairs and experimental specifications used to apply two-colour
PLIF.

Temperature  Sensitivity

Dye Excitation (nm) range (°C) (% /°C) Reference
RhB-Rh110 488 15-40 1.7 Sakakibara and Adrian 1999
RhB-Rh110 532 20-65 1.7 Rochlitz and Scholz 2018
RhB-Rh110 532 15-85 2.0 Pérez et al. 2011
RhB-Rh110 532 30-88 1.2 Abdelghany et al. 2022
RhB-Rh110 488 20-40 2.0 Song and Nobes 2011
FI 27-RhB 532 15-85 4.0 Perez et al. (2011)

FI 27-RhB 532 20-60 5.0 Sutton et al. 2008

FI-Kr 514 4-20 4.0 Shafii et al. 2010

Fl 27-Kr 532 20-60 6.0 Sutton et al. 2008

A list of experiments specifications of thermometry using FI, FI 27, and Kr is shown in Table
5-2. As can be seen, Fl emission signal is a function of laser wave length. The emitted signal of
this dye has a positive temperature sensitivity when a 514 nm or 532 nm laser is used. However,
it is negative and drastically lower when it is excited by a 488 nm laser light. For Kr, the

temperature sensitivity is reported to be ~ —1.5 %/ °C using 532 nm and 514 nm laser light.
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Table 5-2 Fluorescent dyes and experimental specifications used to apply one-colour or two-

colour PLIF.

Dye Excitation (nm) ;I;enng;s(zzact)ure sens(i('g/iovi/tzlc) Reference
FI 514 4-20 1.8 Shafii et al. 2010
FI 514 20-60 2.4 Coppeta and Rogers 1998
FI 488 20-60 0.16 Coppeta and Rogers 1998
FI 488 24-46 0.30 Walker 1987

Fl 27 532 20-80 35 Sutton et al. 2008
Kr 514 4-20 15 Shafii et al. 2010
Kr 532 20-60 1.6 Sutton et al. 2008
Kr 514 20-60 15 Coppeta and Rogers 1998

Based on the literature, using FI or FI 27 with Kr can be used as two dyes for applying two-
colour PLIF to achieve a high temperature sensitivity. However, since there is some lack of
information regarding these three fluorescent dyes, such as the temperature sensitivity of FI 27
when it is excited by a 488 nm laser, and it is different for each experimental setup, the temperature
sensitivity of them was tested separately. This was carried out by calibrating the temperature versus
the emitted light of each fluorescent mixture in the temperature range shown in Figure 5-2 using a
dye calibration cell (LaVision GmbH) with a procedure similar to [15]). The properties of these
three fluorescent dyes can be found in Table 5-3. As can be seen in Figure 5-2 (a), Fl and FlI 27
have a sensitivity of +2.4 % /°C and +2.2 % /°C respectively when they are excited by a 532 nm
laser. When they are excited by a 488 nm source, the sensitivity of both of them was found to be

as low as —0.3 % /°C.
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Figure 5-2. (a) Temperature sensitivity of FI and FI 27, excited with 532 nm and 488 nm laser,
(b) Temperature sensitivity of Kr, collected with 589 nm < 1 < 625 nm band pass filter and
with long pass, A > 600 nm filter.

The emission spectrum of Kr at different temperatures given in [26] highlights that Kr has
more sensitivity at the emission peak at 514 nm. Therefore, the temperature sensitivity of Kr signal
when it is excited by a 532 nm laser is examined, once with a long pass filter with cut off wave
length of 600 nm and once with a band pass filter capturing the signal of the peak of the emitted
signal in the range of 589 nm to 625 nm. As can be seen in Figure 5-2(b), temperature sensitivity
for the band pass and long pass filters is found to be —2.1 % /°C and —1.7 % /°C respectively,

showing the advantage of the band pass filter.

Table 5-3 Properties of the fluorescent dyes used in two-colour LIF.

Fluorescent dye Empirical formula Molecular weight 4, at peak (hm) A, at peak (nm)
Sodium

Fluorescein C20H10Na205 376.27 586 490
Fluorescein 27 C20H10Cl205 401.20 504 529

Kiton red Co7H20N2NaOS; 580.65 565 514

To apply the two-colour PLIF in this study, an aqueous mixture of Sodium Fluorescein (FI)
and Kiton red (Kr) were used. The variation of the absorption and emission spectra of the dyes
with the wavelength is illustrated in Figure 5-3, in addition to the location of the illumination laser
at A = 532 nm. A diagram depicting the fluorescent signals and optics is illustrated in Figure 5-4.
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As can be seen in Figure 5-3, the laser light and absorption spectrum of FI has a very small overlap
which leads to a significant decrease in the emission signal of FI [36] which leads to a decrease in
signal to noise ratio, S/N of the FI emitted light. To increase the intensity of the signal and prevent
reduction in S/N ratio, the pH of this aqueous solution was increased to 11 by adding Sodium
Hydroxide (NaOH) since the emission intensity of Fl has a direct relation with the pH of the
aqueous solution [26]. As can be seen in Figure 5-3, the absorption spectrum of the Kr and
emission spectrum of FI have a considerable overlap. To prevent the absorption of the signal which
is emitted by FI, the concentration of both dyes was set to 107 mol/1 or 5.8 x 107> g/1 for Kr
and 3.8 x 1075 g/1 for Fl by accurately measurement the mass fraction of the dye powder in the

mixture using a precision mass balance.

Fl absorption Fl emission Kr absorption Kr emission

Normalized Fluorescence Signal

Wavelength (nm)

Figure 5-3. A plot of the absorption and emission signal variation with wavelength of Fl and
Kr (after [27] ). Different colours show the different filter wavelength range and the laser

wavelength.

The Fl signal, which is marked in light green in Figure 5-3 and Figure 5-4, was collected using

a band pass filter (#86-992, Edmund Optics Inc.) with a central wavelength (CWL) of 525 nm and
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full width at half maximum (FWHM) of 50 nm. The 532 nm laser light is also used to excite the
Kr. To capture the Kr signal with maximum temperature sensitivity and to avoid receiving the Fl
emitted signal, a band pass filter (#84-118, Edmund Optics Inc.) with CWL of 607 nm and FWHM
of 36 nm was utilized, as shown in orange in Figure 5-3 and Figure 5-4. As can be seen in Figure
5-4, the emitted signal of the fluid domain can be divided into the three main signals of the FI, Kr,
and noise sources such as the laser light. A dichroic mirror with a cut-on wavelength of 567 nm
(DMLP567L, ThorLabs Inc.) was used to divide the signals from the flow field to each camera.
Using the dichroic mirror instead of a beam splitter was advantageous to maintain the whole energy
of FI emitted light. To avoid receiving the signal of the laser, shown in Figure 5-4, a notch filter
(#86-130, Edmund Optics Inc.) with a central wavelength (CWL) of 532 nm and FWHM of 17 nm

was utilized as shown in Figure 5-3.

532 nm Laser sheet

589-625 nm filter

Dichroic mirror
Fluid + F1 + Kr
FI signal ‘
. Z
Kr signal
—— Laser light 0% 500-575 nm filter

532 nm
notch filter

Figure 5-4. Two-colour PLIF signals and optics diagram.

Figure 5-5 shows the result of the intensity versus temperature calibration of the FI-Kr
mixture. The intensity-temperature calibration of the fluorescent dyes which leads to Figure 5-5(a)
has been carried out using a dye calibration cell (LaVision GmbH) with the same conditions of the

experiments, ranging from 5°C < T < 47 °C. Fl has a positive temperature sensitivity of ~ +
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1.3 %/°C and Kr has a temperature sensitivity of ~ — 1.9 %/°C. As can be seen, the temperature
sensitivity of the signal of each dye is less comparing to their sensitivity when they were measured
individually (as shown in Figure 5-2). One reason for this is increasing the pH of mixture for
increasing the signal of FI [31]. Figure 5-3 also highlight a notable overlap between the emission
spectra of Kr and emission spectra of FI which can lead to a decrease in temperature sensitivity of
Kr. The ratiometric intensity-temperature graph, Figure 5-5 (b), indicates the temperature
measurement with the overall temperature sensitivity of ~ 7.3 %/°C, which is a higher result
compared to the literature shown in Table 5-1. Data points of the calibration graph of the two-
colour method (Figure 5-5 (b)) was obtained by dividing individual data points of the linear
calibration graphs of Kr and FI (Figure 5-5 (a)). Dividing the linear, single-color calibration data
for the two dyes leads to the non-linear ratiometric response shown in Figure 5-5 (b) of the two-
color sensitivity with temperature. The general overall temperature sensitivity of ~7.3%/°C is
calculated based on the mean linear slope of the graph in Figure 5-5(b) following the approach

used by Sutton et al. (2008) and Shafii et al. (2010).
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Figure 5-5. Normalized intensity-temperature calibration graph. (a) One colour, Fl and Kr
calibration, (b) Ratiometric intensity-temperature graph. Error bars in (a) indicates the standard

deviation of the intensity of fluorescence signal in different depths.
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Previous investigations [26] showed that a 532 nm laser can provide the highest temperature
sensitivity in comparison to the lower excitation wavelengths such as 526 nm, 515 nm, 510 nm,
and 488 nm when Fl 27 is used for Fluorescence thermometry. The results of temperature
sensitivity of FI27 indicated in Figure 5-2 (a) agrees with Pérez et al. results, and from the same
figure it can be seen that Fl has the same temperature sensitivity variation as Fl 27 using 532 nm
and 488 nm excitation wavelengths. As a result, it can be inferred that using 532 nm laser lead to
maximum temperature sensitivity using Fl. For the experiments of this work, a diode pump laser
with a maximum power of 2 W and wavelength of 532 nm was used to excite the fluorescent

dyes.

A schematic of the optical measurement system implemented to apply 4D two-colour LIF is
illustrated in Figure 5-6. Two scanning mirrors (GVS002, ThorLabs Inc.) were used first to make
the laser sheet (scanning mirror-y) and then to scan the channel depth, z-direction (scanning
mirror-z) with the laser sheet itself. As depicted in Figure 5-6, two double convex lenses were set
in front of the laser beam to minimize the beam and respectively sheet thickness which led to
FWHM of 120 um. A double convex lens with a focal length of 80 mm also positioned in front

of the scanning mirrors, collimates the laser sheet.
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To collect signals of the fluorescent dyes, two 8-bit high-speed CMOS cameras (Flare
12M125, 10 Industries Inc.) with a maximum frame rate of 220 fps and resolution of 2048 pixels
x 2048 pixels were utilized. A two-channel function generator controlled the frequency and
amplitude of the scanning mirrors. A signal generator was also utilized to synchronize the cameras
and the two scanning mirrors. A timing plot of the signals generated to control the scanning mirrors
and synchronize them with the cameras is illustrated in Figure 5-7. In this figure, Signal A is the
waveform that scans the laser sheet in the depth of the test section. The waveform’s initial voltage
defines the initial position of the laser sheet in the z-direction obtained by the voltage-space

calibration.
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Figure 5-7. Schematic diagram of the three signals produced to synchronize the two scanning

mirrors and the cameras.

To apply 4D LIF, 9 slices with a 0.5 mm spacing and 0.5 mm offset from the two vertical
boundaries were used to scan the depth of the channel, z-direction. Signal B in Figure 5-7 is set to
trigger the laser beam as it was scanned through the z-direction as is shown in Figure 5-6. The
periodic-pulse, Signal C is a TTL signal generated to control the framerate of the cameras and
synchronize them with the scanning mirrors. For each plane a single TTL signal was generated to
capture a frame per plane. To freeze the motion of the thermal plumes and temperature variations,

the frequency of the scan is set to be much higher than the time scale of the flow, free falling time
defined as t; = h/\/agATh. As a result, having a 9-slice planar temperature field stack allowed

the generation of the 3D time-resolved temperature field.

For the PLIF application, a scanning laser beam to generate the laser sheet is advantageous
comparing to generation of a static laser sheet by bulk optics such as cylindrical and Powell lenses
[37]. Based on a numerical simulation [37], it was shown that to capture the flow features such as
the thermal plumes and local temperature variations using a scanning system leads to a sharper
image of those features. Using a scanning system also allows a relatively thin laser sheet to be used

which avoids capturing the out of plane properties [37]. Figure 5-8(a) shows the intensity of both
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Kr and FI emission signal excited by the laser sheet at a constant temperature at T = 25.4 °C. As
can be seen for y = 0 line for both fluorescent dyes the signal distribution is uniform with the
overall deviation of 0.2 %. For x = 0 line, as the light is absorbed by the fluorescent dye, decay
in the emitted light is expected [38]. However, as can be seen in Figure 5-8(b) the overall deviation

is equal to 1.5% minimizing the laser sheet correction requirement along the light sheet.

Temperature-intensity calibration was performed with the same laser sheet and optical system
used to record the experiment images. This was performed separately for each plane, since the
distance from the laser sheet to the collector sensor, in this case a CMOS camera affect the emitted
light from the fluorescent dye [29]. Error bars in Figure 5-5(b) indicate the standard deviation in
the intensity emitted from Kr and FI from each plane for the images of temperature in the range of
5°C < T < 47 °C. Since a ratiometric approach has been employed in this work, it is necessary to
match the field of view of each camera. For this purpose, each camera is set on a microstage having
two degree of freedom in moving in x and z —direction. After the setting the field of view of each
camera, calibration was performed using a target at 9 different planes by a commercial software
(Davis 10.0.5, LaVision GmbH). The result of the camera calibration for each plane showed that
the variation in magnification in the depth of the domain was as low as 0.5 % at the furthest

distance from z/w = —0.5to z/w = 0.5.
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Figure 5-8. (a) Variation of the emitted light of Kr (top) and FI (bottom) along (a) x/w = 0 and
(b) y/h = 0 lines.

A slender cell for the RBC with dimensions of 5x5x50 mm? and aspect ratio, I' = w/h, equal
to 0.1, shown in Figure 5-9(c) was used for this experiment. The test section is made from an
acrylic sheet with a thickness of 6.35 mm that has a low thermal conduction coefficient of
0.2 W/mK. The temperature boundary conditions, shown in Figure 5-9(c), can be described as a
constant temperature at the top, Ty = 45 °C and bottom, T, = 5 °C and adiabatic at the side walls,
0T /dx = 0T /dz = 0. The field-of-view (FOV) of the imaging systems where the temperature
investigations were carried out is also highlighted in Figure 5-9(c). A rendering of the physical set
of the slender cell used for this experiment is shown in Figure 5-9(b). To ensure that the
temperatures of the hot and cold heat sources remain constant during the tests, the heat exchangers
were connected to thermal baths to control surface temperatures. End heat exchangers feature a

copper plate to improve the uniformity of the heat transfer surface. The support bases are made
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using an SLA 3D printer (Form3, Formlabs Inc.) and printing material, a liquid photopolymer,
with a low thermal conduction coefficient of 0.15 W/mK. To ensure that temperature is
distributed constantly on the surface of the copper plate, the temperature distribution was
visualized by an IR camera (FLIR A35, FLIR Systems Inc.). The temperature distribution on the
hot solid boundary is shown in Figure 5-9(a), showing a smooth constant distribution of the

temperature for the whole domain.
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Figure 5-9. (a) Temperature distribution on the copper surface of the hot heat exchanger. (b)
Rendering of the solid model of the slender rectangular RBC cell. (c) Schematic of the

dimensions and boundary conditions of the RBC test cell.

5.3 Results and discussion

The instantaneous temperature field at four different time instances is shown in Figure 5-10.
To examine and visualize the temperature field variations at the depth of the convection cell, the
instantaneous temperature fields are shown in three different depths: at the center of cell where
z/w = 0, close to the first vertical boundary, z/w = —0.3, and close to the second vertical
boundary, z/w = 0.3. The instantaneous 3D reconstructed temperature fields are also shown in
Figure 5-11 using temperature iso-surfaces. From the temperature fields at the first two time

instances, t/t; = 22 and t/t; = 42, the number and shape of the hot and cold thermal plumes can
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be observed. In comparison to the thermal plumes that are formed in a unit aspect ratio enclosures
such as those shown in Figure 5-1, and in (Xi et al.2004), it can be seen that only one thermal
plume from each boundary is formed. It also can be observed that a conical shape is developed
instead of the common observed mushroom shape. Although this has not been reported earlier, it
was shown that in Hele-Shaw enclosures, which are severely confined only in one direction, the
shape of the thermal plumes is different comparing to the mushroom shape plumes (Letelier et al.
2019; Liu et al. 2020). This implies the effect of the shape of the enclosure on properties of the

thermal plumes.

t/ty 22 42 57 97 22 42 57 97 22 42 57 97
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Figure 5-10. Instantaneous planar temperature fields at three different planes of (a) z/w = —0.3,
(b) z/w = 0, and (c) z/w = 0.3.

For t/t; = 57 in Figure 5-11, it can be seen that the two plumes do not collide and mix.

Instead, they pass each other from a separate side of the enclosure. However, this cannot be

inferred from the planar temperature field at z/w = 0 shown in Figure 5-10(b). However, by
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examining the planar temperature fields at the same time instance, t/t; = 57, and at z/w = —0.3
(Figure 5-10(a)) and z/w = 0.3 (Figure 5-10(c)), it can be seen that at z/w = —0.3, the hot
region, T* > 0 is dominant and at z/w = —0.3 the cold region, T* < 0 is dominant. At ¢/t =
97, from Figure 5-11, it can be seen that the cold and hot flow have reached the hot and cold
boundary respectively. At this instant the temperature field is divided to two vertical regions
implying the circulation of the flow from the bottom to the top and reverse. This has also been
reported recently in [41] and [42] in which the flow properties of RBC in slender cells were

investigated by applying DNS.

Similar to t/t; = 57, the volumetric temperature field at t/t; = 97 cannot be found by the
temperature field at z/w = 0 unless the data of the other two planes is known. Although the time-
resolved experiment was conducted for At/t; = 284, to have insight into the heat transfer and
temperature field after a long time, data was collected for other instances such as t/t; = 2571
which is shown in Figure 5-11. As can be seen in this figure, the temperature field of the flow has
been divided into two zones: a hot zone, T* > 0 at the bottom and a cold zone T* < 0 at the top
of the fluid domain. This temperature field is consistent with the one has been reported recently in

[41].

146



|
Y

t/tr 22 42

'
57

97 2571

Figure 5-11. Evolution of the temperature iso-surfaces of T* = —0.3,—-0.15, 0, 0.15, 0.3 in the
slender RBC for five different time instances.

To investigate and quantify the temperature evolution, the area of the temperature field, A is
divided into two regions of hot, Ay, with threshold of T* > 0.025, and cold, A.,q With the
threshold of T* < 0.025 where T* = 0 is the initial temperature of the fluid domain. Using the
same threshold, the volume of the temperature field, Vv is divided to a hot region, Vy,,: and a cold
region, V.q1q. The evolution of the hot and cold regions is examined both for 3D temperature field
and the planar temperature fields at three planes discussed earlier in Figure 5-10. As is shown in
Figure 5-12, for all the three planes, both hot and cold regions grow linearly and with the same
rate after the onset of convection, t/t; = 0 by rise and fall of the hot and cold thermal plumes.
The time in which plumes meet for the very first time is a turning point in these plots. For z/w =
—0.3, it can be seen that the hot region is significantly dominant during the whole time. For z/w =

0.3 however, the cold region is mainly dominant. For z/w = 0, it can be observed that although
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hot region is dominant, the cold region is higher than the cold region at z/w = 0.3 and lower than
the cold region at z/w = —0.3. Similar moderate behavior for the hot region at z/w = 0 can be
seen which shows the spatial temperature evolution moving from one side of the vertical boundary

to the other, which is consistent with the visualization observed in Figure 5-10.
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Figure 5-12. Temporal evolution of the hot and cold regions at three different planes of (a)
z/w=-03()z/w=0()z/w=0.3.

The volumetric evolution of the hot and cold regions is shown in Figure 5-13 (a). As can be
seen, the first At/t, = 57 represents the same linear growth of both regions as the planar
evolutions at the three different planes. After this time, the evolution of the both hot and cold
regions resemble the behavior of hot and cold regions at z/w = 0 in Figure 5-12(b), however, the
absolute values are different. From Figure 5-12 and Figure 5-13(a), for both planar and volumetric
plots, an inverse correlation between the hot and cold variations can be observed. The absolute
value of the anti-correlation coefficient, ;. for all the planes has been calculated and plotted in
Figure 5-13(b). As can be seen, the absolute value of the coefficient, Cy. for all the planes variates
slightly around the mean value of ~51%. This implies a moderate anti-correlation between the
evolution of hot and cold region when the temperature field is investigated in 2D. For the

volumetric measurement, however, as is shown in Figure 5-13(b), the absolute value of Cj,. is

148



equal to ~84% which shows a strong anti-correlation specially comparing to the 2D

measurements.
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Figure 5-13. (a) Temporal volumetric evolution of the hot and cold regions. (b) The absolute
values of the correlation coefficient, C;. of the two hot and cold regions for different planes and

the volumetric measurement.

The instantaneous temperature fields in Figure 5-10 and Figure 5-11 showed that after the rise
and fall of the hot and cold plumes, hot and cold flow develop at each side of the convection cell,
z-direction. Since the instances of these two figures does not represent the physics of the whole
experiment time interval, it is necessary to examine this temperature pattern for the whole time of
At/ty = 284. Accordingly, temporal evolution of spatial average of the temperature field, (T*) on
each plane (x — y plane) is plotted in Figure 5-14. From this figure, temporal evolution of
temperature along with its variation at different depths can be observed. To see more detail,
temperature variations for each plane is also plotted in Figure 5-14(b). As can be seen in Figure
5-14(a) and (b), after development of the thermal plumes, temperature increases at z/w < 0 and
it decreases at z/w > 0. Going further in time, at t/t, ~ 150 temperature reach to a peak. This

increase also affects the other side of the fluid domain though for z/w > 0.2 temperature is still
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lower than initial temperature, (T*) = 0. After this peak, the whole field temperature decreases
leading to a symmetrical temperature distribution in depth of the cell at t/t; > 250. It can be
inferred that during the whole experiment, after the development of the primary plumes,
temperature increases in one side of the fluid flow and it decreases in the other side, however, a

certain boundary cannot be define due to the temperature swing.
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Figure 5-14. (a) Evolution of the spatial average of the temperature field, (T™*) (b) (T*) versus

time on each plane.

The dimensionless heat transfer can be given by the Nusselt number, Nu as:

Nu = Qh/xkAT (an

where Q is the heat flux normal to the hot and cold boundaries. Here, using the temperature
distribution, Nusselt number is calculated directly based on vertical temperature gradient normal

to the hot, y* = 0, and cold, y* = 1 boundaries as:

Nu = (9T"/9y")y =01 (12)
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where T* = (T — T,) /AT is the dimensionless temperature based on the initial temperature, T,. In
this equation, y* is also the vertical dimensionless length normal to the hot or cold boundaries.
Using this equation on a structured grid the Nusselt number distribution on both hot and cold

boundaries can be obtained as a function of time and space, Nu(x, z, t) [7].

For four different time instances, the instantaneous dimensionless heat transfer, Nu on the hot
and cold boundaries are shown in Figure 5-15. Reviewing this figure it can be seen that temporal
and spatial variations, including in the z-direction, is significant. By moving in time from t/t, =
22tot/ty = 42, it can be observed that the low heat transfer region grows with the growth of the
hot and cold thermal plumes each on a different side of the enclosure (left and right). For t/t; =
57, two regions with relatively high and low heat transfer can be seen which can be attributed to

the cold and hot thermal plumes approaching to the hot and cold boundaries, respectively.

From Figure 5-15(a) at t /t,= 97, it can be observed that the high heat transport region in the
cold flow area and low heat transport in the hot area is consistent with the previous observations
of the 3D temperature field. A similar observation for the cold boundary demonstrates the
consistency between the heat transport and temperature field. For the first three time instances, it
can be observed that the high and low heat transfer regions for hot and cold boundaries are opposite
each other. This is due to the direct effect of the hot and cold thermal plumes affecting the cold
and hot boundaries, respectively. However, at t/t; = 97, this opposite behavior cannot be
observed, which shows the development of the flow with a more complicated flow structure

reducing the direct effect of the thermal plumes generated from the boundaries.
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Figure 5-15. Dimensionless heat transfer, Nusselt number, Nu distribution on (a) hot boundary
and (b) cold boundary for t/t; = 22,42,57,97.

The temporal evolution of the spatial averaged Nusselt number, (Nu), , for both hot and cold
boundaries are plotted in Fig. 16. After the onset of convection for both boundaries, heat transfer
decreases and reaches a local minimum. By reaching the cold plume to the hot boundary and the
hot plume to the cold boundary the heat transfer increases. Passing through time by reaching to
the t/t, = 225 as was shown in Figure 5-14, the temperature increases significantly, which leads
to a notable decrease in the heat transfer of the cold boundary and an increase in the heat transfer

of the hot boundary.
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In Figure 5-17, the spatial averaged Nusselt number, (Nu), , for both hot and cold boundaries

is compared to the spatial averaged Nusselt number obtained from the planar temperature field at

three location of z/w = —0.3, z/w =0, and z/w = 0. For the beginning of the convection

t/ty < 75 all the values represent the same behavior. After that, for both boundaries, the averaged

heat transport and its variations at z/w = 0 follow the same trend as the whole field averaged heat

transfer, (Nu), ,, yet there might be a considerable deviation (maximum ~16%) between them.

This indicates that in case of planar measurements only at the center of the flow field may provide

information about the average heat transfer of the phenomena comparing to the other planes. It

also implies that to have a coherent and true understanding of the heat transport evolutions, whole

field measurement is necessary.
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Figure 5-17. Comparison of spatial averaged Nusselt number, (Nu),, with

(Nu),—o, (Nu),—_o3, and (Nu),_ 5 for (a) hot boundary and (b) cold boundary.
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5.4 Conclusion

Application of 4D two-colour laser-induced fluorescence on a laterally confined Rayleigh-
Bénard convection with Rayleigh number of Ra = 9.9 x 107 and Prandtl number of Pr = 6.1 was
investigated employing a scanning laser experimental setup. Two-colour and two dye ratiometric
approach was utilized to apply laser-induced fluorescence thermometry. Two temperature
sensitive fluorescent dyes, Fluorescein and Kiton red with opposite temperature sensitivity of
+1.3 %/°C and —1.9 %/°C were used led to enhance the overall sensitivity to 7.3 %/°C. Details
of the experimental setup and optical system led to this high temperature sensitivity were also
discussed. Using this method the whole field temperature of the Rayleigh-Bénard flow was
measured during At/t; = 284 from the onset of convection. From the volumetric temperature
field, it was found that both hot and cold thermal plumes, after the onset of convection, develop a
conical shape. During the development of these two primary thermal plumes for 0 < t/t; < 75 it
was found that the spatial averaged Nusselt number followed the same trend for both planar and
volumetric measurements regardless of the location of the measured 2D plane. However, with
further development of the flow, only planar data at the center of the enclosure follow the behavior
of the spatially averaged Nusselt number obtained from volumetric field. Nevertheless, deviation
in the spatial averaged Nusselt number increases to ~16% even for the central plane. This shows
that to evaluate the classic and ultimate theories, volumetric measurement is required for a coherent
understanding of the physics. From the visualization of the time-resolved 3D temperature field and
2D distribution of the Nusselt number, it was also found that only by volumetric measurement,

temporal and spatial variations of the temperature and heat transfer can be evaluated.
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Chapter 6: Flow and temperature properties in Poiseuille-Rayleigh-

Bénard convection

The temperature and velocity field of the
PRBC flow with a Richardson number
variation from Ri=o to 2.2 is
investigated in  this chapter. A
simultaneous velocity and temperature
measurement system was developed by
applying simultaneous PIV and PLIF.
The heat transfer coefficient, Nusselt
number, is also estimated based on two
approaches using the temperature

gradient and vertical convection.
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6.1 Introduction

Poiseuille-Rayleigh-Bénard Convection (PRBC) is the flow inside a channel heated from
below [1]. PRBC is a type of fluid convection system that combines two driving mechanisms of
Rayleigh-Bénard convection (RBC) and Poiseuille flow [2]. RBC is a classic fluid dynamics
system where a fluid is confined between two horizontal plates, heated from below and cooled
from above [3]. In this system onset of convection occurs by a certain temperature difference
threshold [4]. By the onset of convection, the flow develops by rise and fall of thermal plumes [5].
The development of the thermal plumes and their interaction with the boundaries of the convection
cell leads to formation of flow rolling structures [6]. Large-scale circulation (LSC) is one of the
most important characteristics of the RBC flow [5]. Recent studies have revealed that LSC can

have a significant influence on heat and momentum transfer in RBC flow [7].

PRBC flow is basically similar to RBC flow in which a crossflow is also affecting the
development of the thermal plumes and flow rolling structurers [1]. A schematic of the PRBC is
shown in Figure 6-1. As can be seen the channel has a rectangle cross section and while the flow
is driven vertically due to temperature and buoyancy difference it interacts by the horizontal
Poiseuille flow. This leads to the development of the flow both temporally similar to RBC and
spatially along the channel in x-direction [1]. In previous studies, it has been shown that for a very
long channel i.e. x > H, the flow develops LSC similar to RBC flow [2]. The developed LSC in
PRBC while makes a rotational flow in y —z plane it also develops streamwise along the

Poiseuille flow in x-direction [8].
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Figure 6-1. Schematic of the Poiseuille-Rayleigh-Bénard convection flow in a channel. (a)
Shows the side view of the channel and the flow develops along the channel in x-direction. (b)
Indicates the cross-section of the developed flow for x/H ~ o forming the large-scale
circulation. The channel is heated from below with the constant temperature, Ty, while the side
and top walls are in adiabatic condition. U, also indicates the flow Poiseuille flow along x-

direction.

The controlling parameters in PRBC flow are as Prandtl number, Pr = a/v, Rayleigh
number, Ra = BgATH?3 /va, and Reynolds number, Re = U,,H/2v, in which «a is the thermal
diffusivity, v is the momentum diffusivity (kinetic viscosity), § is the thermal expansion
coefficient, g is the gravitational acceleration, AT =Ty — T, is the temperature difference
between the bottom wall (hot wall) temperature and the free stream temperature, T,. In the
definitions of the controlling parameters, H also indicates the length scale which is the height of
the channel as can be seen in Figure 6-1(b). In the definition of the Reynolds number, Re, U, is
the free stream velocity indicated in Figure 6-1(a) as well. It is worth noting that while in the
definition of Rayleigh number, Ra, the length scale is the height of channel i.e. H, For Reynolds

number, Re, the half-height of the channel i.e. H/2 is characterized as the length scale [8].

The flow inside a channel heated from below may experience different regimes of convection

from natural convection to mixed and forced convection [9]. The criterion that can define the
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regime of the convection is Richardson number and it is defined as Ri = Gr/Re? =/UZ =
Ra/Re?Pr where Gr is the Grashof number, Gr = BgATH?3 /v? [9]. This nondimensional number
is basically driven from the relation between the buoyancy forces in z-direction i.e. SgATH and
inertial forces in x-direction i.e U2 [9]. Very high Richardson numbers, Ri > 10 indicates a
natural convection regime. However, very low Richardson numbers, Ri << 1 shows a forced
convection Regime [9]. The PRBC flow though is within the mixed convection regime i.e. 1 <
Ri < 10 in which both natural and forced convection are critical in heat transport of the system

[10].

Incropera et. al [11], [12] extensively studied the PRBC flow characteristics decades ago both
numerically and experimentally. According to their research, the flow develops multiple stages
along the channel [13]. At the very beginning the streamwise flow interact with thermal plumes
development of the flow along the channel forms the LSC [13]. Hence, at the very beginning the
heat transfer decreases due to the increase in temperature and decrease in the temperature gradient
between the bottom wall (hot wall) and the free stream [14]. However, by development of the flow
and formation of flow rolling structures especially the LSC, heat transfer increases gradually [13].
The development of the thermal plumes and formation of LSCs within the PRBC flow has been
visualized in [2] indicating consistent results with the previous studies of Incropera et. al [11] .
Hence, it can be concluded that the LSC and as a result the heat transport maxima occurs in PRBC
flow within an infinity length channel. However, in most of the engineering and industrial
applications such as heat exchangers and radiators the length of the channel is limited to the order

of the length scale of the flow i.e. H to one order of magnitude larger i.e. 10H.

It is important to have unique definition for the heat transfer while studying the physics of a

phenomena such as PRBC. The efficiency of convective heat transfer relative to pure conduction
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is quantified by the Nusselt number, Nu, which serves as a key parameter in evaluating the
enhancement of heat transfer due to convection over conduction alone as is defined in equation 1

below:

Nu = Qconvection — h_H (l)

Qcondution K

in which, h represents the convection coefficient and H, is the length scale of an ideal
thermofluid system and « is the conduction coefficient of the fluid [9]. Although this definition
looks simple to identify, estimating the true heat transfer coefficient, h is very challenging making
the Nusselt number calculation a sophisticated concept, yet critical in in the context of thermofluid

science.

When investigating thermofluid systems, two primary boundary conditions are often assumed:
constant wall temperature and constant heat flux at the boundary [15], [16]. In experimental
studies, the constant heat flux condition is usually more practical and favorable [15], [16]. This
condition is typically implemented using a heat source like an electrical heater that provides a
steady rate of energy transfer [16]. The electrical power supplied to the heater can be calculated
using the electrical current and the voltage [16]. As a result, the Nusselt number can be calculated
based on the calculation of the convection coefficient, h, using the classical equation of Q =
hAAT, where A, is the section area of the solid boundary, the temperature difference, AT, is the
temperature difference between the solid boundary, Ty = Ty and the fluid flow, T, [17], [18].
Then, temperatures i.e. T and T,, can be measured using temperature sensors e.g. thermistors and

thermocouples [18].
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In the estimation of the Nusselt number, several uncertainties arise, primarily from simplifying
assumptions and measurement limitations. The first source of uncertainty is based on the
assumption that the heat transfer to the fluid volume is constant. This is a simplification that
neglects various losses, including electrical losses, system inefficiencies, and, most critically, heat
transfer losses between the heat source and the fluid. As a result, the energy transfer to the fluid
volume is often overestimated. The second major source of uncertainty is related to temperature
measurements. As depicted in the Figure 6-2, temperature sensors can only measure temperature
at specific points, leading to deviations between the measured temperature and the actual
temperature distribution along the solid boundary. Additionally, temperature sensors are typically
embedded within the solid layer, rather than being placed directly on the boundary surface,
introducing another layer of discrepancy. This causes a difference between the actual boundary
temperature T_,.q; and the measured temperature Ts_,,easureq, @S iNdicated by the distance, Az
between the solid surface and the sensor location. This offset creates further uncertainty in
accurately identifying the Nusselt number, as it relies on precise temperature differences to

quantify heat transfer.

166



AT = TS‘—real - TS—mensured = f(AZ) Fluid Volume

|

g

Figure 6-2. Schematic of temperature measurement uncertainty in a fluid, showing the
discrepancy between the real surface temperature Ts_,.,; and the measured temperature
Ts_measurea due to the sensor's location within the solid layer and the resulting temperature

deviation Az.

In numerical simulations, the use of a constant temperature boundary condition at the solid-
fluid interface is often preferred when studying heat transfer. This boundary condition offers
greater control over the solution of the governing equations that capture the physics of thermofluid
systems. By maintaining a constant temperature along the solid boundary, as shown in Figure 6-3,
the temperature distribution within the fluid can be resolved. Furthermore, by this boundary
condition the temperature variation within the fluid flow and near the boundary layer can be
resolved making the focus of simulation only on the fluid part. This is important since focusing on
both solid and fluid part is very demanding in the numerical simulations. Having the constant
temperature boundary condition as is depicted in Figure 6-3, the Nusselt number can be driven as

follow within the assumption of Q pnvection = Qconduction:
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hA(T, — T.,) = kAT /Az )

Considering that in this equation, AT is the vertical temperature variation and y can be
normalized as z* = z/H, the Nusselt number based on the definition in Equation 1 can be

calculated as follow:

Nu = (0T*/0z*),+— 3)

Therefore, for calculating the Nusselt number, calculation of the gradient of the temperature
in vertical direction, see Figure 6-3, near the boundary is required, i.e. resolving the physics of
thermal boundary layer. This is advantageous, because the final results provide the Nusselt number
distribution for the whole desire geometry. This is necessary when studying the flow is in mind so
spatiotemporal characteristics of the heat transfer can be investigated. However, in the context of
experimental measurement by the methodology that explained earlier in Figure 6-2, only an
average of the heat transfer coefficient, Nu can be estimated. Although, this calculation is valuable
for estimating the performance of thermofluid system, studying the physics of the flow with this
method is barely feasible since spatiotemporal characteristics of the flow and heat transport cannot

be resolved.
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Figure 6-3. The schematic showing the temperature distribution near a solid boundary with
constant temperature distribution of T, indicating the temperature gradient in vertical direction,
y-axis, identifying the magnitude of the vertical heat transfer from the solid boundary to the
fluid flow.

Measurement of the convective heat transfer coefficient is even more sophisticated and
demanding when considering more complex physics such as mixed convection [19]. Here, both
horizontal and vertical heat and mass transfer are controlling the physics of the flow [8]. In this
condition, besides the temperature gradient, the vertical velocity also has a significant contribution

to the heat transport [8]. Hence, the convective heat transfer coefficient can be calculated by

considering the momentum equation with the Oberbeck-Boussinesq (OB) approximation [20]:

ou+u-Vu+Vp=vViu+ BgTe, (4)

That has terms for fluid velocity u, pressure p, kinematic viscosity v, gravitational
acceleration g, thermal expansion coefficient 8, temperature T, and the unit vector in the z-

direction e,. The following equation indicates the energy equation as:
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0.0T +u - VT = kV?T (5)

Hence the Nusselt number can be estimated as:

_ <uzT)z - aaZ(T)Z

Nu aAT/H

(6)

It is important to note that in this definition of the Nusselt number, both the temperature near
the solid boundary and the vertical velocity component, u,, must be measured. While this
requirement is not demanding in the context of numerical simulations—since the coupled
momentum and energy equations, as shown in equations 4 and 5, are solved simultaneously—it
presents challenges in experimental studies, as illustrated in Figure 6-2. Calculating the Nusselt
number based on the definition in equation 6 is often not feasible in experiments due to the
difficulty in obtaining precise measurements of both temperature gradients and vertical velocity.
To achieve a reliable estimation, full-field measurements of both temperature and velocity are

necessary.

With current advancements in thermofluid measurement techniques, optical methods, such as
particle image velocimetry (P1V) and particle tracking velocimetry are the most popular methods
for velocity measurement and they are well developed [21]. For temperature measurement of the
fluid flow, there are several optical techniques e.g. laser-induced fluorescence (LIF) [22]
thermometry, thermochromic liquid crystal (LCT) thermometry [23], and phosphorescent
thermometry [24]. Molecular tagging velocimetry (MTV) and thermometry (MTV&T) is a
combinatorial method works very good for simultaneous measurement of the velocity and
temperature based on the molecular marking of different materials e.g. phosphorescent, make it a

high-resolution seedless method for measuring both velocity and temperature [25], [26]. However,
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this method is very demanding since it requires very high-power lasers and sophisticated optical
alignments [26]. Hence, to have a simultaneous measurement of the velocity and temperature field

it is common to combine a velocimetry method with a thermometry method.

Combination of PIV and LIF is an ideal solution for this purpose due to high temperature
sensitivity of LIF thermometry and ease of use of PIV. Looking into the previous works, Hishida
and Sakakibara [27] applied a double camera PIV/PLIF approach to show the ability of this method
for visualization of the temperature and the velocity field of different thermofluid phenomena such
as thermal stratified flow, natural convection and flow of an impinging jet. They used a one-colour
PLIF approach using negative temperature sensitive dye of Rhodamine B (RhB) and for seeding
particles, they used 5 um Polystyrene particles. Two cameras were set with stereo configuration
in an ideal angle, one camera for capturing the PLIF signal and the other to capture the signal of
the seeding particle. Following this work, there are many other studies applying same approach
either one-colour or two-colour with the second fluorescent dye non-sensitive to the temperature
to combine with either PIV or PTV for simultaneous thermometry and velocimetry [28], [29], [30].
Although, there are many works investigating and developing different methods for simultaneous
velocity and temperature measurement, due to vast optical diagnostics systems for thermometry
even in a limited technique of temperature PLIF, there is a gap in understanding different
configuration, each may be suitable for different conditions depending on the thermofluid

phenomena and experimental limitations and approach.

This work investigates the heat transfer and flow dynamics in Poiseuille-Rayleigh-Bénard
Convection by determining the Nusselt number using simultaneous measurements of temperature
and velocity fields. A combined planar laser-induced fluorescence and particle image velocimetry

system was developed to simultaneously measure the temperature field and the velocity field. This
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methodology enables the spatiotemporal analysis of both heat and momentum transfer in a mixed
convection regime, allowing for a detailed examination of the interaction between thermal plumes

and the imposed Poiseuille flow.

6.2 Fluid Test Rig

Based on the properties of the PRBC flow a fluid test rig has been designed and fabricated. A
rendering of the fluid test rig is depicted in Figure 6-4(a). This fluid test rig is designed to provide
the test condition for both continuous and oscillatory flow. As can be seen in Figure 6-4(a), an
actuator which is a cylindrical piston drives the flow inside the flow test rig. The actuator is
controlled by a traverse which has been driven by a high precision low noise motor (ClearPath-

SD, Teknik, Inc.).

The test section shown in Figure 6-4(b) is a rectangular channel with a cross-section with the
height of H = 10 mm and width of W = 55 mm and length of L = 150 mm. The test section is
made from an acrylic sheet with a thickness of 6.35 mm that has a low thermal conduction
coefficient of 0.2 W/mK. This test section has been designed to have maximum possible optical
access, hence both side walls and the top wall of the test section is made from acrylic sheet. The
bottom of the test section is featured by a heat exchanger with a relatively thin copper sheet
transferring the heat from a channel underneath to the test section containing the working fluid,

which is water in this case.

This heat exchanger is connected to a water bath to control the temperature and provide the
temperature constant boundary condition at the bottom wall of the test section. The heat exchanger
and the support bases of the test section are made using an SLA 3D printer (Form3, Formlabs Inc.)

and printing material, a liquid photopolymer, with a low thermal conduction coefficient of
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0.15 W/mK. Other than the actuator and the traverse, most of the fluid test rig components were
made using the same 3D printing method and material. Fabrication of the fluid test rig using the
SLA 3D printing for this study was very advantageous since many sophisticated components such
as the honeycomb for flow straightening and vanes of the bend channel could be fabricated with
minimum cost and time. The field of view for measuring the velocity and temperature is depicted
in Figure 6-4(c). The field of view, FOV is located in x — z plane as is shown in Figure 6-4(c).
This field of view is located at the center of the heated channel with the length of Ax = 30 mm

and height of Az = 10 mm capturing the whole vertical field.
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(b) (c)
Figure 6-4. (a) Model of the designed fluid test rig, (b) us the actual test section of the fluid

test rig, and (c) indicates the field of view (FOV) used for this study.

6.3 Experiment Condition

Based on the design fluid test rig discussed earlier, flow insert the test section with a mean
constant velocity i.e. U,, developing a Poiseuille flow within the test section. Hence, the Reynolds
number is defined as Re = U, H /2v where H/2 is the half-height of the test section. In this study
the Reynolds number is varying by variation of the velocity from Re = 33 to Re = 200 as has
been listed in Table 6-1. With the constant temperature condition at the bottom of the test section
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(hot wall), Ty, the temperature difference within the Rayleigh number is defined as AT = Ty — Ty,
where T,, is the temperature of the free stream inserting to the test section. In this study,
temperature of the bottom boundary is set to Ty = 45 °C. Based on the flow properties based on
the mean temperature i.e. T = (Ty + T-,)/2, the Rayleigh number is Ra = 4.5 x 10> while the
Prandtl number based on the mean temperature is equal to Pr = 5. Therefore, The Richardson
number based on the parameters listed in Table 6-1 varies from Ri~2 to Ri~80. This range of
Richardson number i.e. 2 < Ri < 80 is within the classical criterion of mixed convection with
some cases tends to the natural convection 10 < Ri and pure natural convection case Ri = o,

where the Reynolds number is equal to Re = 0 indicating zero cross flow i.e. U, = 0.

Based on what is described in Table 6-1, the experimental condition is for 6 different
Richardson numbers within the mixed convection regime and one case purely natural convection
regime. Figure 6-5 depicts these experimental conditions within the test section. For the purely
natural convection case, it can be seen that while the flow is captured at the center of the test
section, the test section has an infinite wall condition at the left and right side along x-direction.
Hence, in comparison to the RBC flow which is limited from the side walls, here the natural mass
transfer occurs along x-direction. For the other 6 conditions, flow is driven with constant velocity

from right to left along x-axis.
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Table 6-1. Flow properties of the PRBC investigated flow.

R 795 199 88 5 32 2.2 o
Re 33 67 100 133 167 200 0

Ra x 1075 45 45 45 45 45 45 45
Pr 5 5 5 5 5 5 5

U X 1073 (m/s) 5 10 15 20 25 30 0
Ty (°C) 45 45 45 45 45 45 45

T, 25 25 25 25 25 25 25
Ra(Ty) % 1075 9 9 9 9 9 9 9
Ra(T,,) x 10~ 2.2 2.2 22 22 22 22 2.2
Pr(Ty) 3.9 3.9 39 39 39 309 3.9
Pr(T,) 6.2 6.2 62 62 62 6.2 6.2

Based on the experimental condition that has been listed in Table 6-1, the convection is within
non-Oberbeck-Boussinesq (NOB) condition. The Boussinesq approximation assumes that fluid
density variations are negligible except in the buoyancy term [31]. This approximation simplifies
the equations of motion and is valid when temperature differences are small, usually AT < 1 °C,
leading to only minor density variations [26]. Under Oberbeck-Boussinesq (OB) conditions,
equations governing convection, such as RBC and PRBC, are simplified [32]. However, at higher
temperatures i.e. AT > 1 °C, where the fluid experiences significant temperature differences, this
assumption breaks down [33]. The NOB condition accounts for large temperature-induced density
variations that affect both buoyancy and other fluid properties, such as viscosity, thermal
conductivity, and specific heat. Under these conditions, the temperature dependence of the fluid’s
properties leads to more complex behavior, which may not be captured using the Boussinesq

approximation [34].

In the context of this experimental work, the mention of NOB conditions is important
primarily as a reference for readers and for future numerical and theoretical studies. While the

experiments are conducted without directly accounting for NOB effects, it’s crucial to
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acknowledge that simulations based on the Boussinesq approximation might not fully capture the
physics observed under NOB conditions. In this work the temperature variation within the fluid
flow is from Ty to T,,. Considering this temperature variation, the Rayeligh number and Prandtl
number associated to minimum temperature (7,,) and maximum temperature (Ty) have been listed
in Table 6-1. As can be seen the Prandtl number varies from Pr(Ty) = 3.9 to Pr(T,,) = 6.2. The
variation of the Rayleigh number can be seen that is even higher from Ra(Ty) = 9 x 10° to
Ra(T,) = 2.2 x 10* which is an order of magnitude difference indicating the high impact of

temperature on variation of the flow properties.
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Figure 6-5. For the field of view indicated in the model of the fluid test rig in (a), the experiment

conditions are shown schematically in (b).
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6.4 Optical Configuration

The basic physics behind PLIF involves exciting specific molecules or dyes within the fluid
using a laser light, which induces these molecules to emit fluorescence at a different wavelength
[35]. The emitted fluorescent signal intensity is sensitive to the temperature and calibrating the
temperature sensitivity of the signal can be used for measurement [35]. The emitted light intensity
is captured by a camera, and the intensity of this fluorescence is correlated to the scalar quantity

being measured e.g., temperature [35]. The intensity of the emitted fluorescence, I, is given by

the equation:

Iy = IyKeXCP @)

where [, is the intensity of the incident laser, K is the detection collection efficiency, ¢ epsilon
is the absorption coefficient, X is the path length through which the laser interacts with the dye,
and C is the concentration of the fluorescent dye. The term &, known as the photoluminescence
quantum efficiency, can vary with temperature for certain dyes which defines the temperature
sensitivity of that dye. As the laser excites the dye, the emitted fluorescent signal changes

depending on temperature because @ is temperature-dependent.

Table 6-2. Flow properties of the PRBC investigated flow.

Fluorescent dye Empirical formula Molecular weight  Aqps at peak — Aer, at peak

(g/mol) (nm) (nm)
Sodium C20H10Na205 376.27 490 586
Fluorescein
Rhodamine B C28H31CIN203 479.02 546 567

Many temperature sensitive fluorescent dyes have been studied for thermometry application
in PLIF [35]. Among these fluorescent dyes, Rhodamine B (RhB) is the most applied fluorescent
dye for PLIF thermometry and it is well known even for two-colour PLIF when it combines with
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other fluorescent dyes [36]. In this study, Sodium Fluorescein (SFL) has been used as the
temperature sensitive fluorescent dye. The specification of this fluorescent dye is listed in Table
6-2. The first reason for choosing this fluorescent dye is that different studies have shown that in
certain conditions this fluorescent dye, SFL, may have higher temperature sensitivity in
comparison with the other dyes [37], [38], [39]. The second reason is relevant to the application
of PLIF simultaneous to the PIV. For applying PIV in this work, fluorescent based seeding
particles with diameter of 3.2 um was used and they are based on RhB. The specification of the
coating material i.e. RhB has been listed in Table 6-2. To avoid noise from the seeding particles
in the collected signal of SFL, it is necessary to have the emitted signal of the seeding particles

and the temperature sensitive fluorescent dye at the two separate range of the spectrum.

Figure 6-6 illustrates the absorption and emission spectra of two fluorescent dyes, SFL and
RhB, showing distinct emission bands for each dye. SFL emits in the green region (~514 nm),
while RhB emits in the red region (~590 nm). This separation is crucial in ensuring minimal
interference between their signals during simultaneous measurements. The SFL signal is collected
with low noise, while the RhB emission results in a high signal-to-noise ratio (S/N) for velocity
measurements. The minimal overlap between their emission spectra prevents any interference
between the signals, allowing for precise and independent capture of both temperature and velocity
fields. This clear spectral distinction enhances the accuracy and clarity of the experimental data,

making these dyes well-suited for combined PIV and PLIF.
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Figure 6-6. Absorption and emission spectra of Sodium Fluorescein and Rhodamine B, with the
laser wavelength and optical filters used for applying simultaneous PLIF and PIV. A zoomed
view of the image of the seeding particles is shown to highlight is relative high signal to noise
ratio. The signal of the SFL along the x-axis is shown with the standard deviation of 2.1 counts
is also shown at the left bottom to highlight the relatively low noise of the collected florescent

signal.

6.5 Simultaneous configuration

The schematic of the optical measurement system used for applying the simultaneous PLIF
and P1V is illustrated in Figure 6-7. As is depicted in this figure and in Figure 6-6, a 532 nm laser
was used to illuminate SFL and RhB-coated seeding particles in the flow field. The combined
emitted fluorescence signal is split using a dichroic mirror, which reflects wavelengths below 567

nm toward the LIF camera. The LIF system includes a band-pass filter (500 nm < A < 550 nm)
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for isolating the SFL signal with relatively maximum temperature sensitive spectrum of the SFL
emitted signal. A notch filter also was used to block the laser light, ensuring minimum interfere
with the collected SFL signal. The spectra for the PLIF system including the banned-pass filter
and the notch filter is also shown in Figure 6-6. Wavelengths above 567 nm, including the RhB
emission, are transmitted through the dichroic mirror to the PIV camera, which further isolates the

signal using a long pass filter with A > 600 nm which is also depicted in Figure 6-6.

/ Laser sheet

Fluorescein

Seeding

particles A > 600 um

A > 567 um
Fluorescent particles PIV camera
Aaps = 546 nm _%
Adem = 567 nm v
dp =32 pum \
— Dichroic mirror

Fhud cell -\ 2 =7532um

500um < A < 550 um

LIF camera

Figure 6-7. Schematic of the optical system for simultaneous PIV and PLIF measurements,
illustrating the use of a laser sheet, dichroic mirror, filters, and two cameras to capture velocity

and temperature fields independently.

An image of the actual experimental setup is shown in Figure 6-8 and Figure 6-9. These
figures illustrate the optical system used for simultaneous PIV and PLIF measurements along to
the fluid test rig. The setup is composed of three main components: the fluid test rig, the

illumination/excitation unit, and the imaging unit. As can be seen in Figure 6-8 and Figure 6-9(a),
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the illumination unit features a continuous wave (CW) laser with a maximum power of 5 W. A
laser power meter also was employed to monitor temporal fluctuations in the laser power during
the experiment. A scanning mirror is used to generate the laser sheet, which is then collimated
using a double convex lens shown in Figure 6-8. A front face mirror was used to reflect the
collimated laser sheet vertically through the top wall of the test section illuminating the fluid
mixture of SFL and RhB seeding particles. As can be seen in Figure 6-8 and Figure 6-9(b), the
imaging unit consists of two cameras ((Flare 12M125, 10 Industries Inc.) with a maximum frame
rate of 220 fps and resolution of 2048 pixels x 2048 pixels. Each camera equipped with a 60 mm
focal length lens. These cameras capture the velocity and temperature data separately as discussed
in Figure 6-7. The optical path is managed using a custom-designed filter and dichroic mirror
holder, which were fabricated via SLA 3D printing to ensure precise alignment. Within this

configuration this setup enabled the capture of both velocity and temperature fields in the flow.
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Figure 6-8. Image of the real experimental setup showing the fluid test rig,

illumination/excitation unit and the imaging unit.

183



(@)

(b)

PIV filt ‘
; : 1 ers' a

Figure 6-9. (a) The image of the components of the illumination/excitation unit. (b) The image

of the components of the imaging unit.
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6.6 Results and discussion

The case with Richardson number of Ri = oo, i.e. Reynolds number is Re = 0, represents
similarities with the RBC flow. However, there differences such as the side wall conditions and
the cold boundary above in which here does not exist. Hence, it is interesting to look at this regime
separately from the other cases of PRBC flow with the Richardson number being in the criteria of
the mixed convection. Typically, the condition with Ri = oo, is known as the natural convection,
although development of the flow organizations such as LSC in RBC or condense rolling structures
make the flow characteristics different from the usual natural convection phenomena with the

constant vertical flow rising from the hot boundary.

The experiment for this scenario i.e. Ri = oo, is conducted from the start of the convection for
duration of At = 400 s. This relatively long-time experiment is necessary since in the flows similar
to this case e.g. RBC flow, there are different modes and states with different flow organizations
(see [40]). The evolution of the spatial mean temperature of the fluid flow at Ri = oo, during the
At = 400 s from the start of the convection, t = 400 s is shown in Figure 6-10(a). The spatial
mean temperature (T') is the average of the temperature of the whole field in x — z plane. As can
be seen in this figure, at the very beginning, temperature increases suddenly. This sudden peak of
temperature is, highlighted by P in the figure, is due to the rise of the thermal plumes from the
bottom boundary. After that, the temperature rises gradually reaching to ~0.7Ty at t~218 s.
Moving forward in time, it can be seen that temperature reach to a quasi-steady state which is

highlighted with a light-yellow box in Figure 6-10(a).

Despite the RBC, in which the boundary condition is featured to a cold boundary at top, here

there is only a single heat source, as a result, the temperature of the fluid flow hypothetically must
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increases temporally reaching to the temperature of the heat source i.e. Ty,. Hence, the temperature
during the quasi-steady state highlighted in Figure 6-10(a) is might be increasing but with a very
long time-scale which is beyond the measurement of this study. The evolution of the mean second

moment of the velocity magnitude, ((uZ) + (uZ))/uf is depicted in Figure 6-10(b). Here, uy is the

free-fall velocity defined as u; = \/m. As can be seen in Figure 6-10(b), a trend similar to
the temperature variation can be observed. At the very beginning of the start of the convection, a
peak in the velocity simultaneous to the temperature is detectable depicted by P in Figure 6-10(b).
Similar to the temperature, this peak in the velocity magnitude is associated by the rise of the hot
thermal plumes inducing a significant vertical motion to the flow field. The fact of the strong
vertical motion at the start of the convection can also be clearly understood by looking into the
mean second moment of vertical velocity, (u,)? and the horizontal one {(u,)? which is shown in
Figure 6-11(a) and (b), respectively. As can be seen in these two figures, the peak in the velocity
magnitude is due to the peak in the rise of the thermal plumes since the vertical velocity is
significant while the horizontal velocity is almost negligible as is highlighted by a light-green box

in Figure 6-11(b).
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Figure 6-10. (a) Temporal evolution of the dimensionless mean temperature variation,
((T) — Tw)/(Ty — Ts), during At = 400 s of measurement of the flow with Ri = o i.e. Re = 0 and
Ra = 4.5x 105 (b) Temporal evolution of the dimensionless mean velocity magnitude,
((uf) + (uZ))/uf during At = 400 s of measurement of the flow with Ri = o i.e. Re = 0 and Ra =

4.5 % 10°.
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Figure 6-11. (a) Temporal evolution of the dimensionless second moment of velocity in z-
direction, (uz)z/uf, during At = 400 s of measurement of the flow with Ri = oo i.e. Re = 0
and Ra = 4.5 x 10°. (b) Temporal evolution of the dimensionless second moment of velocity
in x-direction, (u,)?/us, during At = 400 s of measurement of the flow with Ri = o i.e. Re =

0 and Ra = 4.5 x 105,

After the start of convection, the trend in the velocity magnitude can be seen being similar to
the temperature increase up to t~218 s and then reach to a quasi-steady state. This same behavior
in the heat and momentum transfer was also reported for RBC flow within OB condition by direct
numerical simulation (DNS) by [41], [42]. The criterion of t~218 s which has been highlighted
in both Figure 6-10 and Figure 6-11 has been determined based on the variation of the second
order mean vertical velocity i.e. (uz)z/uf. As can be seen in Figure 6-11(a), after t~218,(uz)2/uf
stays close to zero. This can be either due to the symmetric vertical motion (symmetric upward
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and downward motion) resembling the thermal plumes motion within the fluid flow or due to the
negligible vertical motion and development a horizontal motion state which can be expected based
on the variation of the horizontal velocity. Hence, a closer look to these two modes can helps better
understanding of the difference between these two states specially the second one after

development of the flow.

To have a more detail understanding of the physics of flow at Ri = oo, and realizing the
distinction between the two states of the flow at this regime, probability density function (PDF) of
both normalized horizontal velocity, u, /u; and vertical velocity u, /u; is depicted in Figure 6-12.
For the first state, which is associated with rise of the thermal plumes, almost a symmetrical
distribution can be observed for the horizontal velocity shown in Figure 6-12(a). However, for
vertical velocity which is shown in Figure 6-12(c), a shift to into positive velocities can be seen in
the peak while the negative velocities also have high values up to u,/us = —0.06. This suggest
the same behavior of the under develop flow in which thermal plumes rise and reach to the top
boundary and develop horizontally further. In comparison to the first state, for the second state,
from Figure 6-12(b) and (d), a bimodal behavior for the horizontal velocity can be observed. The
horizontal PDF shows two peaks, one at the positive velocities at u, /us~0.06 and the other at
u, /us~ — 0.06. With the positive velocities being stronger, it can be inferred that the flow state
has transformed from the developing mode to a circulating mode with a dominant motion to
positive direction of the x-axis. The shift in the peak of the vertical velocity to the zero with a
much smaller range of the vertical velocity also indicates a dominant flow motion to positive

direction of the x-axis.
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Figure 6-12. Probability density function (PDF) of the normalized streamwise, u, /u; and lateral,
u, /uy velocities for the flow with Ri = o i.e. Re = 0 and Ra = 4.5 X 10°. (a) and (b) indicates
the PDF of the normalized streamwise velocity, u, /us for the start of the convection from ¢ =
Ostot=218sandt=0stot=400s, respectively. (c) and (d) indicates the PDF of the

normalized vertical velocity, u, /u, for the start of the convection fromt = 0 sto ¢ = 218 sand
t =0stot =400s, respectively.
From instantaneous flow field and temperature field at these two states also the two different
organization can be observed. Figure 6-13 and Figure 6-14 show the instantaneous velocity and

temperature field at the first and second states, respectively. In Figure 6-13(a), the normalized
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instantaneous vorticity field, w* for Ri = oo at the time step of t = 50 s along with the velocity
vectors indicates the flow rolling structures form by development of the thermal plumes. At the
same time step in the same condition, Figure 6-13(b) indicates the normalized temperature field
depicting vertically high temperature regions showing the formation of thermal plumes. For the
second state, however, as can be seen in Figure 6-14(a) and (b), longitudinal flow along x-axis
near the bottom wall and opposite to x-axis near the top wall can be observed. In this condition,

the temperature field can be seen more uniform with high temperature regions near the bottom and

top walls.
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Figure 6-13. (a) The normalized instantaneous vorticity field, w* for Ri = oo at the time step of

t = 50 s. (b) The normalized temperature field, T* for Ri = oo at the time step of t = 50 s.
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Figure 6-14. (a) The normalized instantaneous vorticity field, w* for Ri = oo at the time step of

t = 50 s. (b) The normalized temperature field, T* for Ri = oo at the time step of t = 266 s.

The two different terms of the heat transfer coeeficient i.e. the vertical temperature gradient
,—0(T*)/0dz", and the vertical convection, (u,T*), have been investigated for Ri = o case. The
temporal evolution of the mean vertical temperature gradient during the At = 400 s, is shown in
Figure 6-15(a). Each time step shows the vertical temperature gradient averaged horizontally i.e.
x-direction. As can be seen in this figure, there is a sudden decrease at the very beginnig which is
associated to the peak of the temperature occures by the rise of the thermal plumes. After that, it
decreases constantly which is expected since the temperature of the fluid flow is increased through

the time and less heat is transferred to the flow.
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The vertical convection term, which is shown in Figure 6-15(b) highlights a high variation at
the first state, t < 218 s while it decreases by moving to the second phase. Considering the total
heat transfer coefficient evolution shown in Figure 6-15(c), it can be seen that vertical convection
increases the overall heat transfer at the first state which is associated with high vertical current.
However, at the second state in which the horizontal flow motion is dominant the overall heat
transfer is controlled by the temperature gradient while the vertical convection fluctuations induce
fluctuations in the overall heat transfer at this state. Hence, it can be concluded that while vertical
convection influence both states in Ri = oo, its effect is more significant at the first state in which

flow is underdeveloped dominated by development of the thermal plumes.

193



(=23
o

—_
(5]
T
|

—(T*)/dz"

(=]

0 100 200 300 400
t(s)
(a)
60 T T T
30 B

(u T")

-30 b

-60 1 I |
0 100 200 300 400

N
<
x
&
g
|
e
* N
2
0 I I I
0 100 200 300 400
t(s)
(©)

Figure 6-15. (a) Temporal evolution of the dimensionless vertical mean temperature gradient,
—0(T*)/0dz", during At = 400 s of measurement of the flow with Ri = o i.e. Re = 0and Ra =
4.5 x 10°. (b) Temporal evolution of the dimensionless vertical convection, (u;T*) during At =
400 s of measurement of the flow with Ri = o i.e. Re = 0 and Ra = 4.5 x 10°>. (c) Temporal
evolution of Combination of temperature gradient and vertical convection, (u,T*) —d(T*)/0z"

within the same condition of (a) and (b).
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Figure 6-16 presents the normalized temperature profiles measured along the vertical direction
(z-axis) at the center of the test section, x = 0 for various Richardson numbers, Ri, as indicated in
the legend of this figure. The profiles show how the ensemble-averaged temperature, normalized
by the temperature difference between the hot plate, T, and the ambient temperature T, varies
with height, z/H across the flow. As can be seen in this figure, the decrease in the Richardson
number is asociated with an increase in the influence of shear compared to buoyancy as the
temperature profiles show distinct changes in shape and distribution. For Ri = oo which represents
the RBC flow rather than PRBC, the temperature profile shows a strong thermal gradient near the
top and bottom boundaries, typical of buoyancy-dominated convection where heat is transferred
primarily by vertical plumes. The high temperature at the top boundary in comparison with the
lower heights also suggest the rise of the thermal plumes to the top boundary increasing the

temperature near that area over time.

By inducing the Poiseuille flow and as the Richardson number decreases, €e.g., Ri = 79.5 to
Ri = 2.2, the thermal gradient flattens in the core region and shifts toward the upper part of the
domain, indicating the increasing influence of shear flow from the imposed Poiseuille flow. At
lower Ri values, the temperature profile is more uniformly distributed along the center, with the
gradient concentrating near the top boundary, reflecting a transition toward shear-dominated heat
transfer. This suggests that shear is disrupting the convective plumes, redistributing heat more
effectively along the horizontal axis, leading to a more uniform temperature field. It is also worth
noting that decreasing the Richardson number leads to decrease in the temprature field while the
temperature of the hot boundary is the same for all cases. This is even more important when
investigating the heat transfer in which temprature gradient near the hot boundary has significant

effect. Considering this, a glance into Figure 6-16, it can be inferred that decrease in the Richardson
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number which in this experiment is associated with the increase in the induced Poiseuille flow

velocity leads to an increase in the heat transfer.
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Figure 6-16. Temperature profile of the dimensionless mean temperature (T — Tw,)/(Ty — To)
along the vertical axis, z-direction at the center, x/H = 0, for Richardson numbers, Ri, listed in

the figure from Ri = 2.2 to Ri = oo.

For various Richardson numbers, Ri, the normalized streamwise velocity profiles, i, /(u,),
measured along the vertical direction, z-axis at the center of the test section is depicted in Figure
6-17. These profiles represent the ensemble-averaged streamwise velocity at different heights, z/H
providing insight into how the flow structure transitions from buoyancy-dominated at Ri = oo to
shear-dominated regimes as the Richardson number decreases down to Ri = 2.2. It should be
noted that for Ri = oo, the quasi-steady state of the flow is averaged over time, so the
characteristics of that can be observed in the horizontal velocity profile is regardless of the first
state in which the flow is underdeveloped and vertical motion of the thermal plumes are dominant.

It is also worth noting that for each Richardson number, the ensemble horizontal velocity, is
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normalized by its mean value along the vertical axis, (i), hence, the variation of the velocity

along the vertical axis is the focus not the absolute values of the velocities.

As can be seen in Figure 6-17, for Ri = oo, the horizontal velocity is developed in both
directions, along and opposite to the x-axis with the negative flow being much sharper with a peak
up to u,. /(i) = —2 in comparison with the flow in x-direction. However, the positive flow has
a thicker layer considering the @, /(i) = 0 occurring at around z/H = 0.61. This observation of
the velocity profile aligns with the observations from the PDF of the horizontal velocity discussed
in Figure 6-12. By inducing the Poiseuille flow, for the two high Richardson numbers of Ri =
79.5 and 19.9, negative horizontal velocity still can be observed near the top boundary similar to
what could be seen for Ri = o. However, the layer of the negative velocity near the top boundary
decreases significantly by moving from Ri = o to Ri = 79.5 and also it decreases slightly with
decreasing the Richardson number from Ri = 79.5 to Ri = 19.9. This reduce in the layer of the
negative horizontal velocity is also asocitaed with decrease in the peak of the velcoity. The

negative horizontal velocity region is highlighted in Figure 6-17 with a light-yellow region.

Decreasing the Richardson number to lower values i.e. Ri < 10, it can be seen that the the
influence of Poiseuille flow is very significant making the whole horizontal velocity profile
positive suggesting the dominancy of the cross flow over the motion of the thermal plumes and
the flow induced by them. Looking into the positive part of the horizontal velocity, decreasing the
Richardson number leads to a more symmetric velocity profile resembling the Poiseuille flow.
However, due to the influence of the thermal plumes it can be seen the horizontal velocity profile
is still assymetric even for the lowest Richrdson number i.e. Ri = 2.2 forming the peak of the

velocity at the bottom-half of the channel z/H~0.42.
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Figure 6-17. Velocity profile of the dimensionless mean horizontal velocity, u, /(u,) along the
vertical axis, z-direction at the center, x/H = 0, for Richardson numbers, Ri, listed in the figure
from Ri = 2.2 t0 Ri = oo.

The characteristics of the temperature and the horizontal velocity profile shows three separate
flow organization within the flow which can be classified by the Richardson number. The first
distinguished regime is for Ri = co. The second is relevant to the 10 < Ri < 100 and the third
regime is limited to 1 < Ri < 10. To see the characteristics of the heat transfer for each regime
and also investigate the influence of the vertical temperature gradient and the vertical convection
term in the heat transfer coefficient, these two terms and the combine effect of them has been
investigated and illustrated in Figure 6-18. In this figure, red circles resemble the vertical
temperature gradient for the Richardson numbers from Ri = 2.2 to Ri = co. The vertical
temperature gradient term, —a(T*)/dz* is the ensemble average of the spatial mean (in x — z
plane). The red rectangle indicates the same parameter for Ri = oo but only considering the

ensemble of the developed flow i.e. t < 218 s. The red circle at Ri = oo, however, is the average
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of the first state. It should be noted that the first state is not statistically convergent meaning this
state is unsteady and the mean value does not resemble the true physics, yet, it is plotted along to
the other cases as a reference for comparison. Similarly, the blue circles indicate the vertical
convection term, —a(T*)/dz* varying with Richardson number while blue rectangle is the same
term for Ri = oo of the developed state. The combination of these two terms is also plotted in

Figure 6-18 highlighted by black circles.

As can be seen in Figure 6-18, by increasing the Richardson number which is aligned with the
increase in the free stream of the Poiseuille flow, the vertical temperature gradient increases. This
increase from Ri = oo to Ri = 79.5 is significant in comparison with the second range of the
Richardson number i.e. Ri = 79.5 to Ri = 19.9. The increase in the temperature gradient still
occurs with a much slower rate at the third range of the Richardson number, 1 < Ri < 10.
Regarding the vertical convection term, it can be seen that the influence of this term is significant
at the first two range of the Richardson number, Ri = o and 1 < Ri < 10. However, for the last
range i.e. 1 < Ri < 10, its influence in the overall heat transfer coefficient is negligible. This can
be highlighted by comparing the combination of both terms with the temperature gradient, in which
it can be seen that for Ri = 8.8 the difference between the overall coefficient and the temperature
gradient is lower than 4%. This difference for the last three cases i.e. Ri = 5, 3.2, and 2.2 is lower

than 1%.
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Figure 6-18. Mean heat transfer coefficient components of PRBC flow with the Richardson
number from Ri = 2.2 to Ri = oo. Red circles indicate the vertical temperature gradient term,
while the blue circles show the vertical convection term. Red and Blue rectangles indicate the
vertical temperature gradient term and vertical convection term, respectively for the Ri = oo

when the flow is developed, t > 218 s. Error bars indicate the standard deviation.
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6.7 Conclusion

The purpose of this study was to investigate heat transfer characteristics in Poiseuille-
Rayleigh-Bénard Convection (PRBC) by determining the Nusselt number across a broad range of
Richardson numbers, Ri = 2.2 to Ri = oo which covers both buoyancy-dominated and shear-
dominated regimes. The methodology combined an experimental setup with a custom-designed
fluid test rig. The fluid test rig consisted of a rectangular channel heated from below, with a
controlled heat source providing constant boundary conditions. The rig was designed for maximum
optical access, featuring transparent acrylic walls and a thin copper plate heat exchanger. Water
was used as the working fluid. Simultaneous temperature and velocity measurements were
achieved using a temperature laser-induced fluorescence (PLIF) and particle image velocimetry
(P1V) system. Sodium fluorescein (SFL) was employed as the temperature-sensitive fluorescent
dye, with Rhodamine B (RhB)-coated seeding particles for the PIVV measurements. The spectral
separation between the emission wavelengths of SFL and RhB ensured minimal interference
between the PLIF and PIV signals, enabling simultaneous capture of both temperature and velocity
fields. Three separate regimes were found based on the Richardson number. For Ri = oo it was
found that flow develops in two states during the period that flow was captured, At = 400 s. The
first state is associated by the development of the thermal plumes and the second state could be
characterize by longitudinal motion of the flow along the x-axis near the bottom (hot) boundary
and opposite to the x-axis near the adiabatic (top) boundary. For Ri = 79.5 and Ri = 19.9 it was
found that the both vertical temperature gradient and the vertical convection term in heat transfer
coefficient influence the heat transport significantly. However, for lower Richardson numbers
down to Ri = 2.2, the effect of the vertical convection is negligible since the Poiseuille flow

dominates the vertical motion of the thermal plumes.
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Chapter 7: Inducing LSC in Poiseuille-Rayleigh-Bénard convection

for heat transfer enhancement

This chapter looks into the hypothetical improvement 55
of the heat transfer within PRBC flow with a limited | % T
length of heated channel. Using a custom design 45t |68_08

OT")y /02

swirler, LSCs were induced passively through the

PRBC flow. The temperature field near the boundary

and consequently heat transfer was calculated by ’

2.2 32 5.0

applying two-colour two dye PLIF for Richardson ki
numbers of Ri = 2.2,3.2,and 5. Graphical abstract for Chapter 7
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7.1 Introduction

Heat transfer in fluid flows can occur in several regimes: natural, forced, and mixed
convection [1]. In forced convection, where an external force like a pump or fan drives the flow,
the movement of the fluid enhances heat transfer significantly [1]. Vortex generators, often used
in channel-bounded forced convection, are popular tools for improving heat transfer, as they create
eddies in the flow that disturb the thermal boundary layer [1]. Studies have shown that the use of
vortex generators can lead to a heat transfer enhancement especially when optimized for shape and
type [2]. However, these methods works for relatively high Reynolds numbers, usually Re >
10000 and they lose efficiency as Reynolds numbers decrease [3]. In mixed convection systems
such as Poiseuille Rayleigh-Bénard convection (PRBC), where both forced and buoyancy-driven
flows coexist vortex generators become less effective [4], [5]. In wall-bounded natural convection
systems such as the Rayleigh-Bénard convection (RBC), application of vortex generators is not

possible since the flow is only driven by buoyancy.

In RBC flow it is found that heat transfer is influenced significantly by flow rolling structures
especially large-scale circulation (LSC) [6]. Hence, controlling the LSC could be a potential way
to enhance the heat transfer both in wall-bounded natural and mixed convection systems such as
RBC and PRBC flows. It was experimentally shown that in an RBC flow with unit aspect ratio in
which the flow organization is usually dominated by a single LSC and two corner flow rolling
structures, heat transfer can be improved by eliminating the corner rolling structures and
dominating the flow by only the single LSC [7]. For PRBC flow, it was shown that LSC develops
along the channel at very high lengths which leads to an increase in heat transfer [8]. In previous
chapter, it was shown that LSC does not form in a limited channel length and flow is dominated

by the thermal plumes and the flow structures induced by their interaction with the cross-flow.
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This chapter explores the application of inducing LSC in PRBC flow to enhance heat transfer
in mixed convection scenarios. By experimentally inducing large-scale circulations in PRBC and
measuring the temperature field through two-color, two-dye laser-induced fluorescence (PLIF),
the investigation aims to estimate the heat transfer coefficient i.e. Nusselt number. The goal is to
evaluate how the introduction of LSC influences the overall heat transfer in the mixed convection

regime.
7.2 Methodology

A schematic of the experimental fluid test rig is depicted in Figure 7-1(a). This fluid test rig
was also used for investigating the PRBC flow in previous chapter. Hence, the properties of the
fluid test rig is exactly the same as described in previous chapter. However, the measurement is
conducted differently. As the real image of the test section can be seen in Figure 7-1(c), the field
of view in this experiment is at the top of the test section shown in Figure 7-1(b). The field of view
(FOV) is in x — y plane, near the solid boundary at z/H = 0. The height of the measurement is
also limited to the thickness of the laser sheet used for the illumination of the temperature sensitive

fluorescent dyes, which is 250 um within full width half-maximum (FWHM) criterion.
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Copper sheet

(b) (c)
Figure 7-1. (a) Rendering of the solid model of the fluid test rig designed and fabricated to

generate the PRBC flow. (b) Depicts the test section properties and the field of view, FOV

in x — y plane; FOV. (c) The real image of the test section.

To induce large-scale circulating flow structures a swirler was designed. The model of the
swirler is shown in Figure 7-2. This swirler features five swirling sections. The design is based on
the size of the flow structures. Considering the observations and explanation of the LSC with
maximum heat transfer, it can be concluded that the LSC should have a length scale equivalent to

the length scale of the convection cell which here is H = 10 mm, to maximize the heat transfer.
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Furthermore, the rolling structure should be non-elliptical to have the most stability considering
the elliptical instability as a source of breakup of LSC in RBC flow. Considering these factors each
swirling section has a dimension of 10 mm X 10 mm inducing five LSCs located horizontally side
by side. Each swirler is featured by four vanes with a twist angle of 30°. It is important to note that
the vane design is not optimized, hence only the geometric properties of the induced swirling flow
is optimized to have a LSC with maxima heat transfer properties. The designed swirler is then
fabricated using SLA 3D printing with precision of 10 um which is necessary for fabrication of

the swirler, which has twisted thin vanes with 1 mm thickness.

Figure 7-2. CAD model of the designed swirler for generating large-scale circulating

structures.

To visualize and quantify the temperature field of the fluid flow near the solid boundary (hot
wall) at the bottom of the test section, a two-colour two-dye laser induced fluorescence approach
was employed. The details of the used method can be found in [9]. For this experiment, the optical
configuration of the optical system is illustrated in Figure 7-3(a). In this configuration laser sheet
is generated horizontally illuminating the field of view within the test section. A front face mirror
is also located at the top of the test section to reflect the signals of each dye i.e. Fluorescein and

Kiton red, to each camera. This configuration is also shown in Figure 7-3(b) and (c), indicating
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the reflection of the fluorescent signal to the cameras. The details of the filters and optics used in

this setup can be found in [9].

The two-colour PLIF that has been applied in this work has a high temperature sensitivity of
~7%/°C which is advantageous for detecting the spatiotemporal evolution of the temperature field
within the flow field. This is also important since the data of the temperature is used for calculation
of the heat transfer coefficient i.e. Nusselt number. In Figure 7-4 the temperature field at the
beginning of the convection when thermal plumes rise and impinge to the top wall of the test
section is shown. This temperature field is captured near the top boundary, z/H = 0.9 and with
no cross flow, i.e. Ri = oo. As can be seen in this figure, the thermal plumes are distinct from the
temperature field which indicates the high spatial resolution and high temperature sensitivity of

the employed technique for temperature measurement.
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Figure 7-3. (a) Schematic of the optical measurement system used to apply two-colour two-
dye PLIF. (b) Shows the test section and emitted light from the two-dye while it is illuminated
by the 532 nm laser sheet. (¢) Indicates the illuminated test section visualized by a long-pass

(orange) filter.
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Figure 7-4. Temperature map of the PRBC flow at the test section height of z =9 mm. Ra =
45x105andRe =0.(@)t ~ 6s(b) t =~ 28s.
Experiments were conducted for three different Richardson numbers of Ri = 2.2, 3.2, and 5.
In previous chapter it was shown that for Richardson numbers Ri < 10, heat transfer coefficient,
Nusselt number, can be estimated based on the vertical temperature gradient with vertical flows
being negligible in comparison to the higher Richardson numbers. Hence, the three Richardson
numbers that were investigated in previous chapters are investigated in this chapter as well. The
other conditions of the experiment including the Rayleigh number and Reynolds number which is

controlled by the variation of the cross-flow velocity is listed in Table 7-1. For these three
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Richardson numbers, experiments were conducted once without swirler representing the basic
PRBC flow, which was introduced and discussed in previous chapter, and once with the swirler,
PRBC-SW, being placed right before the test section inducing large-scale flow structures to the

flow. All the parameters in the experiments for both of these scenarios are exactly the same.

Table 7-1. Flow properties of the PRBC investigated flow.

Ri 5 3.2 2.2

Re 133 167 200

Ra x 1075 45 45 45
Pr 5 5 5

U X 1072 (m/s) 20 25 30
Ty (°C) 45 45 45

T, 25 25 25

7.3 Results and discussion

To evaluate the variation of the heat transfer along the test section i.e. x-direction, the mean
heat transfer, O(T*)y/(’)z* is plotted in Figure 7-5. This mean heat transfer coefficient presents
both ensemble average highlighted as - and spatial average in y-direction highlighted as (- ),,
where - denotes a random parameter such as temperature, T. The plot in Figure 7-5 indicates the
variation of the heat transfer coefficient, a(T*)y/az* along the channel for three different
Richardson numbers of Ri = 2.2, 3.2, and 5 for the PRBC without the implementation of the
swirler i.e. basic PRBC shown with blue colour and with implementation of the swirler highlighted

in red colour.

As can be seen in Figure 7-5, for the basic PRBC and for all the three Richardson numbers,
heat transfer decreases along the channel due to increase in the temperature near the bottom
boundary (hot wall). However, for x/H > 7, it can be seen that heat transfer increases slightly.

This increase in the heat transfer indicates the start of the development of the flow rolling structures
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which is a characteristic of the PRBC flow lead to the increase in heat transfer along the channel.
By implementing the swirler, it can be seen that the overall heat transfer is increased relative to
the same Richardson number but without having the swirler. The difference between the heat
transfer of the basic PRBC and PRBC-SW is higher for higher Richardson numbers. However, in
case of PRBC, it can be seen that in PRBC-SW, the heat transfer decreases constantly along the

channel and it does not increase similar to PRBC for x/H > 7.

For each Richardson number, the overall heat transfer coefficient defined as the magnitude of
a(T*)x,y/az* is plotted in Figure 7-6. This is necessary for comparison of PRBC with PRBC-SW
and to investigate the influence of inducing large-scale flow structures on heat transfer. The overall
heat transfer is defined as the ensemble average highlighted as - and spatial average in x — y plane
defined as (- )., where - is a random parameter such as temperature, T. As can be seen in this
figure for both cases of PRBC and PRBC-SW heat transfer increases by decreasing the Richardson
number which is along with the increase in the Reynolds number by increasing the velocity of
Poiseuille flow. Regarding the influence of the implementation of swirler, an enhancement can be
observed when the swirler is employed. This increase in the heat transfer can be seen that increases
by decreasing the Richardson number. The heat transfer enhancement is also listed in Table 7-2.
For lowest Richardson number, Ri = 2.2, the heat transfer increases by around 20% which is

significant.
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Figure 7-5. Variation of the mean heat transfer coefficient, a(T‘*)y/az*along the x-axis for the
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Figure 7-6. Spatio-temporal mean heat transfer for Richardson numbers of Ri = 2.2, 3.2, and 5
for the basic PRBC highlighted in red and the PRBC with swirler highlighted in blue. The error

bar indicates the spatio-temporal standard deviation of the heat transfer coefficient.

Table 7-2. Mean heat transfer coefficient for the basic PRBC and the PRBC with swirler. The

enhancement is also listed for all the studied Richardson numbers.

Ri 5 3.2 2.2
Nupppc 30.73 36.04 39.62
Nupgpc—sw 32.8 38.84 477
(6/Nupgpc) (%) 6.73 7.77 20.39

The temperature map near the bottom boundary (hot wall) for two cases of PRBC and PRBC-
SW are indicated in Figure 7-7 and Figure 7-8, respectively. Figure 7-7(a) and (b) shows two

instantaneous temperature fields of PRBC both at Richardson number of Ri = 2.2 and Figure 7-8
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(a) and (b) indicate instantaneous temperature fields for PRBC-SW at the same Richardson number
as Figure 7-7. It is worth noting that upstream is at the left side of these temperature maps.
Comparing the PRBC cases with PRBC-SW, it can be observed that generally the temperature is
higher for PRBC, indicating higher heat transfer in PRBC-SW. Furthermore, it can be seen that
thermal plumes are more pronounced in PRBC highlighted by strong white regions within the
temperature field. In contrast, in PRBC-SW, thermal plumes are less pronounced indicating lower
temperature regions. This observations suggest the influence of the induced LSCs to suppress the
vertical motion of thermal plumes and hence, lowering the high temperature zones near the solid
boundary which leads to higher heat transfer coefficient. The influence of the induce LSCs are
also relatively effective along the channel with and not limited only to the beginning of the channel

as the elongation of the high temperature streaks can be observed in the case of PRBC-SW.
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Figure 7-7. Instantaneous temperature fields near the bottom boundary (hot wall) for basic case

of PRBC flow when the flow is fully developed and for the Richardson number of Ri = 2.2.
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Figure 7-8. Instantaneous temperature fields near the bottom boundary (hot wall) for basic case

of PRBC flow with the swirler and for the Richardson number of Ri = 2.2.
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7.4 Conclusion

This chapter has explored the potential of employing large-scale circulating structures (LSC)
to enhance heat transfer in mixed convection, particularly within Poiseuille-Rayleigh-Bénard
Convection (PRBC) flow. The results of the experimental work, involving the introduction of a
custom-designed swirler to induce LSC, demonstrate a significant improvement in heat transfer,
particularly at lower Richardson numbers. Compared to traditional approaches like vortex
generators used in purely forced convection and high Reynolds numbers, Re = 0(10°), the
implementation of LSC within PRBC shows greater promise, offering up to 20% enhancement in
heat transfer for mixed convection regime with very low Reynolds numbers, Re = 0(10%). The
data gathered from two-colour two-dye laser-induced fluorescence (PLIF) thermometry confirms
that the presence of LSC modifies the temperature distribution and flow structure within the PRBC
system. The observed reduction in lower boundary temperatures in the PRBC-SW case confirms
the hypothesis that LSC can improve heat transfer by promoting more efficient mixing and
circulation of the fluid. These findings align with previous studies on Rayleigh-Bénard convection
provide further evidence that large-scale flow structures play a critical role in enhancing thermal

transport in mixed convection scenarios.
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Chapter 8: Conclusion

The role of large-scale circulation (LSC) and flow rolling structures on heat and momentum
transfer of wall-bounded natural and mixed convection were studied experimentally. This study
was conducted for the cases which are paradigms in studying wall-bounded natural convection i.e.
Rayleigh-Bénard convection (RBC) and wall-bounded mixed convection i.e. Poiseuille-Rayleigh-
Bénard convection (PRBC). The condition of the experiments was defined within the Non-
Oberbeck-Boussinesq (NOB) regime with relatively high temperature gradients up to 40 °C and

working fluid of water.

For measuring and visualizing the flow velocity field particle image velocimetry (P1V) was
employed in different forms of 2D and 3D by using a scanning approach. For measuring and
visualizing the temperature field and estimating the heat transfer, a high sensitive two-colour two-
dye laser-induced fluorescence (LIF) was also developed in both 2D and 3D forms. A simultaneous
velocimetry and thermometry technique was also developed mainly to investigate the influence of
vertical convection and temperature gradient in PRBC flow. These techniques were developed
based on combination of the one-colour planar LIF (PLIF) and PIV using fluorescent seeding

particles.

As discussed in chapter 2, to investigate the organization of the flow in RBC flow and identify
the role of LSC in momentum transfer in comparison to the smaller flow structures, time-resolved
2D PIV was applied for whole field velocimetry of an RBC enclosure with a unit aspect ratio. With
a working fluid of water and within NOB condition, a combinatorial algorithm was used to detect
flow rolling structures sized from the start of the convection and for the developed RBC flow. It

was found that within the experiment condition i.e. = 5.3 x 107 , Pr = 7, flow was dominated by
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small-scale flow structures for both states. Statistics showed that flow structures were much larger
in the developed state in comparison with the start of the convection. The formation of larger flow
structures in the developed state was found to be associated with higher momentum transfer. For
both states of the flow, it was also found that there was an inverse correlation between the numbers
of flow rolling structures and momentum transfer. The results indicated that in RBC formation of
fewer but larger flow rolling structures can improve the momentum transfer which could improve

the heat transfer.

Based on the results of the inverse correlation between the momentum transfer with the size
and number of the flow structures, it could be determined that the formation of a single large-scale
flow structure e.g. LSC, can improve the heat transfer of a system significantly. Hence, in chapter
3, the influence of the lateral confinement of the convection cell of RBC flow on the formation of
LSC was investigated. This part of the study was performed within a convection cell with an aspect
ratio of I' = 1/10. The flow was measured and visualized by applying long-time time-resolved
2D PIV and 3D scanning PIV. The measurements of the flow from the start of the convection
indicated that the severe lateral confinement such as in this case, can form a prolonged single stable
LSC at a Rayleigh number, Ra = 2.3 x 107, that usually forms multiple, unstable LSCs. Results
also highlighted that increasing the Rayleigh number up to Ra = 8.8 x 107 the prolonged stable
single LSC persisted and remained stable by damping the elliptical instability. However,
increasing the Rayleigh number would increase the vertical inertia of the flow leading to the

formation of a twisted regime with up to double twist for Ra = 8.8 x 107.

In chapter 4 and 5, to study the temperature field of RBC flow with a severe lateral
confinement i.e. I' = 1/10, long-time time-resolved PLIF and time-resolved 3D scanning LIF

were applied. Results indicated that within this convection cell, only single thermal plumes were
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generated. Both hot and cold thermal plumes were found that had a scale of the convection cell.
These results were also observed in the 3D temperature field confirming the 2D observations of
the temperature field. For the Rayleigh number in which prolonged single double twist LSC was
observed, it was found that temperature oscillated due to the generation of thermal plumes with a
frequency similar to the non-confined RBC flow,f ~ 0.028 Hz , but with the same working fluid.
This finding suggests that the formation of the single LSC was driven by the formation of thermal
plumes. Increasing the Rayleigh number to higher values, however, showed that the oscillations
occured with a different frequency, f = 0.006 Hz, showing the formation of a more pronounced
set of thermal plumes that dominated the flow organization. The results of the heat transfer
coefficient, Nusselt number, also indicated that although the spatio-temporal variation of the
temperature gradient near the boundaries (both hot and cold) are different when derived from 3D
or 2D measurements, the same trend could be found. This suggests that 2D measurement of the

temperature could represent most aspects of the physics.

The next question which was investigated in chapter 6 was to see if the LSC also formed and
influenced the a PRBC, i.e. flow within a channel heated from below, since it has more
hypothetical engineering applications due to the introduction of the cross flow. For this study, a
test section with limited length was designed and fabricated. The limited length was considered in
the design since most of the applications e.g. heater and coolers, have limited length. To investigate
the flow, temperature field and heat transfer, the simultaneous PIV/PLIF system was employed.
This investigation was conducted for Rayleigh number of 4.5 x 10> and Reynolds numbers of 0
to 200, which resulted in the variation of Richardson number from Ri = 2.2 to Ri = oo which
indicates mixed to natural convection. It was found that development of the flow did not lead to

the formation of LSC and the flow was dominated by the Poiseuille flow and only influenced by
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the generation of thermal plumes, adding vertical convection to the flow field. Heat transfer was
also investigated by considering two terms of vertical convection which was influence by vertical
motion present in the flow mainly due to the formation of thermal plumes and the vertical
temperature gradient. Results indicated that for higher Richardson numbers i.e. Ri > 10 vertical
convection had a significant influence on the heat transfer. However, for Ri < 10, heat transfer
was dominated by the temperature gradient and the influence of the vertical convection was

negligible.

Since LSC does not form within PRBC flow with limited channel length, the idea of inducing
the LSC for heat transfer enhancement purposes was investigated in chapter 7. This investigation
was performed on the PRBC flow that was investigated earlier and for Richardson numbers of
Ri = 2.2,3.2,and 5 in which it was found that the heat transfer was dominated by the temperature
gradient. Investigations were conducted by measuring the temperature distribution near the bottom
boundary (hot wall) of the whole test section by applying the temperature sensitivity enhanced
two-colour two-dye PLIF. Multiple side by side LSCs were induced passively to the flow by using
a simple geometry swirler at the inlet of the flow. The study demonstrated that inducing the LSC
to the PRBC flow can enhance the heat transfer significantly up to around ~20%, for a Richardson
number of Ri = 2.2. The heat transfer in the PRBC flow is very important since it is a relatively
low Reynolds number flow with Re = 0(10?) while in many applications inducing small eddies
to the turbulent boundary layer can improve the heat transfer for Re = 0(10%) and higher. It was
also found that the heat transfer enhancement improves by increasing the Reynolds number which

suggest a hypothetical significant heat transfer enactment in turbulent flows.
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Future work

This study investigates the properties of flow rolling structures specifically the LSC in RBC
flow and PRBC flow. The application of inducing of LSC for heat transfer enhancement was also
briefly investigated showing promising techniques for future heat transfer applications, especially
those with dominated mixed convection regime due to low velocity, small geometries, or high
temperature differences. More research is required to investigate the influence of inducing LSC to
flows with different properties to see the influence of LSC on heat transfer. The LSC could be
induced in different either passive or active techniques which would depend on the application and
flow properties that could be adjusted. Furthermore, the passive inducement of the LSC could be
optimized and investigated to study the relation between the different types of swirler and their
parameters on the induced LSC and the resultant heat transfer and temperature distribution. The
application of introducing LSC into the flow in a wall-bounded turbulent flow as LSC could also

influence the turbulent RBC flow.
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Appendix A:  Uncertainty Estimation

To estimate uncertainty, a spatio-temporal analysis was conducted under stationary
conditions. For PIV, velocity was measured in a stationary fluid where the theoretical velocity is
zero. While for PLIF, temperature was measured in a uniform region with a constant temperature.
The uncertainty is quantified by calculating the probability density function (PDF), mean and
standard deviation of the measured fields. This method captures both random and systematic
uncertainties by analyzing deviations from the expected values. The advantages of this approach
include a comprehensive assessment of uncertainty across spatial and temporal dimensions and
clear statistical reporting that aids in comparing uncertainty with the actual physical characteristics
of the flow or temperature fields. This method ensures a robust and detailed understanding of

measurement uncertainty since it represents an in situ estimation specifically for each experiment.
Random Uncertainty in PIV

In this work, PIV was used to measure the velocity field of the fluid flow. To estimate the
uncertainty in the velocity measurement, both random and systematic uncertainties were
considered. The random uncertainty was captured by evaluating the standard deviation of the
velocity field, while systematic uncertainty (bias) is assessed by comparing the mean of the

measured values with the expected theoretical value.

Random uncertainty in PIV arises due to various factors such as noise in image acquisition,
particle tracking errors and small fluctuations in the system. To calculate this uncertainty,
measurements were conducted in a stationary fluid, where the theoretical velocity should be zero.
Any deviation from zero was attributed to random noise and system imperfections in both

measurement system i.e. PIV and fluid test rig parameters relevant to the velocity measurements
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such as vibration and buoyancy effects on the seeding particles. The random uncertainty,a,,, was

quantified as the standard deviation of the measured velocity values and is calculated using:

N
1

o, = |= ) (u; —u)? 1)
N;

where u; represents the individual velocity measurements, u is the mean velocity, and N is the
number of measurements. This approach allows for an estimation of the random fluctuations in
the measured velocity field, providing insight into the variability of the data due to noise and other

factors.
Systematic Uncertainty (Bias) in PIV

The systematic uncertainty, or bias, in velocity measurement was assessed by calculating the
deviation of the mean measured velocity from the expected theoretical value of zero. Since the
stationary fluid should exhibit no flow, any non-zero average velocity suggests a systematic error,
likely due to calibration, optical misalignment, or slight vibrations in the experimental setup. The

bias in velocity,d,, , was calculated as:

&y = |ul ()

This equation captures the extent to which the measured velocity deviates from the expected zero

value, indicating systematic errors that need to be accounted for in the uncertainty estimation.
Total Uncertainty in PIV

To combine both random and systematic uncertainties, the total uncertainty in velocity

measurement was calculated as:
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€y = /Suz + 0,2

©)

This equation provides the overall uncertainty in the velocity measurement by considering both

the variability of the data (random uncertainty) and any systematic deviations from the expected

value (bias).

Velocity in RBC withI' =1/10

Figure A-1.
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Figure A-1. Probability density function (PDF) of velocity in (a) x-direction and (b) y-direction.

The random, bias and total uncertainties in both x-direction and y-direction are listed in Table A-

1. The uncertainties values are also compared with the velocity scale of the flow. As can be seen,

the total uncertainty in the velocity in both directions is negligible in comparison with the velocity

scale of the flow, U.
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Table A-1. List of the estimated uncertainties in velocity in both x-direction, u, and y-

direction, u,, for random o, bias &, and total €, uncertainties compared with the velocity scale

U.
O, 8oy €u, 0 JUR) S /UK € JU%)
0.020 0.035 0.040 0.006 0.011 0.012
O, 8u, u, o, /U%) S, /U%) €y, /U%)
0.020 0.040 0.045 0.006 0.012 0.014

Velocity in RBCwithI' = 1

The probability density function (PDF) of the velocity (theoretically zero) are shown in Figure

A-2.
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Figure A- 2. Probability density function (PDF) of velocity in (a) x-direction and (b) y-direction.

The random, bias and total uncertainties in both x-direction and y-direction are listed in Table A-

2. The uncertainties values are also compared with the velocity scale of the flow. As can be seen,
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the total uncertainty in the velocity in both directions is negligible in comparison with the velocity

scale of the flow, U.

Table A-2. List of the estimated uncertainties in velocity in both x-direction, u,, and y-direction,

u,, for random o, bias &, and total €, uncertainties compared with the velocity scale U.

O, 8, €u, 0L JU%) S JU%) € JU%)
0.041 0.071 0.082 0.074 0.129 0.149
Ou, 8u, u, o, JU%) 6, JUCK) € /U%)
0.031 0.052 0.060 0.056 0.094 0.109

Velocity in PRBC

The probability density function (PDF) of the velocity (theoretically zero) are shown in Figure

A-3.
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Figure A-3. Probability density function (PDF) of velocity in (a) x-direction and (b) y-direction.

The random, bias and total uncertainties in both x-direction and y-direction are listed in Table A-

3. The uncertainties values are also compared with the velocity scale of the flow. As can be seen,
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the total uncertainty in the velocity in both directions is negligible, €, /U < 1 (%) and €y, /U <

1 (%), in comparison with the velocity scale of the flow, U.

Table A-3. List of the estimated uncertainties in velocity in both x-direction, u, and y-direction,

u,, for random o, bias &, and total €, uncertainties compared with the velocity scale U.

0, Bu, u 0 /UK S, /UK € JU%)
0.066 0.114 0.132 0.101 0.175 0.203
0w, 5, €, o, /UK 8, /UK € JU%)
0.062 0.108 0.125 0.095 0.166 0.192

Uncertainty Estimation in PLIF (Temperature Measurement)

In this work, PLIF was used to measure the temperature field of the fluid. Similar to PIV,

uncertainty estimation in PLIF includes both random and systematic components.
Random Uncertainty in PLIF

Random uncertainty in PLIF arises from factors such as fluctuations in laser power, image
noise, and camera sensitivity. To assess this, the measured intensity field in a region where the
temperature was constant was considered. Any variation in the measured intensity was attributed
to random noise. The temperature T is linearly related to the image intensity I through the

calibration factor 8, where T = BI. The random uncertainty in intensity, a;, was calculated using:

(4)
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where I; represents the individual intensity measurements, I is the mean intensity, and N is the
number of measurements. The uncertainty in temperature due to intensity fluctuations was then
propagated to the temperature field using the calibration factor 8. Hence the random uncertainty

was estimated as:
or = ﬁO'I (5)
Systematic Uncertainty (Bias) in PLIF

The systematic uncertainty, or bias, in PLIF was assessed by calculating the deviation of the
mean measured temperature from the expected theoretical value of a known constant temperature.
Since the temperature in a constant region should not fluctuate, any deviation from the expected
temperature suggests a systematic error, likely due to camera noises, laser intensity variation, or
optical misalignment in the experimental setup. The bias in temperature, &, was calculated as:

S; = |T —T| (6)

where T was the mean measured temperature calculated as T = I, and T is the known constant

temperature.
Total Uncertainty in PIV

To combine both random and systematic uncertainties, the total uncertainty in PLIF is

calculated as:

€Er = /6T2 + O'Tz (7)
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This equation provides the overall uncertainty in the temperature measurement by considering both
the variability of the data (random uncertainty) and any systematic deviations from the expected

value (bias).
Temperature in RBC withI' =1/10

The probability density function (PDF) of the fluorescent intensity (theoretically constant) is

shown Figure A-4.
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Figure A-4. Probability density function (PDF) of intensity of the fluorescent signal.

The random, bias and total uncertainties of the temperature are listed in Table A-4. The
uncertainties values are also compared with the temperature gradient of the flow. As can be
observed, the total uncertainty, e, is negligible in comparison with the temperature difference

within the flow, AT.

249



Table A-4. List of the estimated uncertainties in temperature for random o, bias &, and total €,

uncertainties compared with the temperature gradient AT.

or (°C) or (°C) er (°C) or /AT (%) 61/AT (%) er/AT (%)
0.188 0.326 0.377 0.470 0.815 0.942

Temperature in PRBC

The probability density function (PDF) of the fluorescent intensity (theoretically constant) are

shown in Figure A-5:
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Figure A-5. Probability density function (PDF) of intensity of the fluorescent signal.

The random, bias and total uncertainties of the temperature is listed in Table A-5. The
uncertainties values are also compared with the temperature gradient of the flow. As can be
observed, the total uncertainty, e is higher than the one in RBC flow but still negligible in

comparison with the temperature difference within the flow, AT. The higher value in uncertainty
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in PRBC case is mainly due to application of PLIF simultaneous with PIV which is influenced by

the background noise of the seeding particles.

Table A-5. List of the estimated uncertainties in temperature for random o, bias §, and total €,

uncertainties compared with the temperature gradient AT.

or (°C) 67 (°C) er (°C) or /AT (%) 61/AT (%) er/AT (%)
0.436 0.755 0.872 2.18 3.77 4.36
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Appendix B:  Fluid Test Rig Drawing

In this section the drawing of the assembled fluid test rig for generating the PRBC flow is
represented. Solid models and drawings are provided using a commercial software, i.e.
SolidWorks, Dassault Systemes. The drawings include the assembly of the PRBC fluid test rig and

the assembly of the test section.
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